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前言

在成立第二年的 2025年底，中国电信云计算研究院按计划第二次发布年度云计算研究白皮书。白皮
书主体结构按照云计算研究院“三个面向一个围绕”的四大研究方向组织，即：一、面向下一代云计算的
研究，体现云计算的专业定位；二、面向云网融合的研究，体现对中国电信战略的承接；三、围绕智能算
法的研究，体现云计算研究院综合基础理论、核心算法与技术创新的特点；四、面向新兴技术的研究，体
现前沿研究的属性。每章开篇以研究图谱 2025版的形式呈现本章的内容范畴和各个研究点之间的组织关
系。每章第一节都包含趋势分析和方向聚焦，首先利用行业数据、技术进展、政策导向、代表案例等分析
本章研究方向的整体趋势，然后基于趋势分析结论，结合云计算研究院常年学术研讨的沉淀，聚焦到两
个或者三个最值得关注的热点子方向。全文四章共沉淀十个热点子方向，分布在十个章节中论述，其中
每一个章节都详细讨论该热点方向包含的主要研究点和代表性研究工作。每章最后一节则延续去年的方
式，首先借用 Gartner技术成熟度曲线（Hype Cycle），对本章研究方向所涉及的技术点作发展现状的逐
一判断，然后在本章研究方向范围内提出趋势展望，提供发展建议。此外，本年度白皮书增加了第五章，
首先阐述云计算研究院 2025年提出的研究愿景 –智能泛在云，最后对本年度白皮书作整体总结。

本年度白皮书延续一贯的内容风格，以国际国内的最新行业趋势为导向，以详尽的产业数据分析和
全面的学术界进展梳理为主要论述依据，共引用 IDC、Gartner、Mckinsey以及信通院等机构的国际国
内行业报告和各类技术白皮书 60余篇，引用高水平论文近 700篇。十个热点方向的详细论述中也介绍了
云计算研究院 2025年度研究成果中的 16项，各项成果均已在高水平会议/期刊发表，或者已被接收录用。
下面简要介绍各章的特色内容。

第一章，面向下一代云计算的研究，首先分析了 2024年国际国内的市场数据，解读了 IaaS、PaaS、
SaaS的占比及变化趋势，然后讨论了云计算开源和标准方面的进展，之后对行业软硬件技术热点做追踪，
并利用近三年高水平论文统计梳理了技术热点，涉及 14个 CCF收录的顶级学术会议的 2800余篇论文。
统计结果显示，企业参与论文依然占据 1/3，新的变化是更多企业新面孔开始出现，例如中国电信等传统
运营商、智谱等创业期企业。下一代云计算讨论了三个热点方向，分别是：（1）分离式数据中心架构和
关键技术（2）面向 AI场景的 PaaS数据平台层技术（3）智能化云运维、可信安全与能效优化。

第二章，面向云网融合的研究，本年度围绕的重点是中国电信 2025战略升级 –云改数转智惠，一方
面分析解读，另一方面探讨在理论研究和技术创新上的承接方向。首先借用云计算研究院参与撰写，于
年底发布的《云网融合 2035技术白皮书》，阐述战略升级的核心驱动力、云网融合的科学理论内涵以及
由供给-运营-服务的三层体系构成的核心愿景架构。然后在三层架构上分别识别出前沿技术趋势，分别是
云网一体化调度依然是核心、网络基础设施 DC向 AIDC全面转型和云边端能力加速分化与融合，并由此
引出本章的三个热点方向：（4）云网一体化调度（5）面向智算的云网基础设施（6）云边端协同。

第三章，围绕智能算法的研究，首先分析了云计算与云网融合相关的各类智能算法的发展趋势和应
用场景，包括运筹优化、深度学习、强化学习、大模型和 AI智能体，然后借用本章第一个热点方向：（7）
算法赋能云计算，详细论述了运筹优化、深度学习和强化学习在云计算和云网融合中的应用。本章第二
个热点方向围绕 2025年最火热的话题开展介绍和论述：（8）AI Agent和 Agentic AI。

第四章，面向新兴技术的研究，首先是新兴产业与新兴技术的前瞻分析，涵盖政策、技术和国内外云
厂商的代表案例，涉及的新兴技术包括工业互联网、视联网、智慧金融、低空经济、6G和量子计算。然
后借用本章第一个热点方向：（9）新兴技术及应用，详细论述了新兴计算、6G和低空智能以及这些新兴
技术对云网的新需求。本章第二个热点方向围绕另一个热点话题开展介绍和论述：（10）AI安全。

第五章，智能泛在云，介绍了云计算研究院基于云计算技术趋势和中国电信战略所提出的研究愿景，
即，立足于泛在融合的云网基础设施，依托于云计算系统和 AI算法深度融合的未来云计算新范式。本章
介绍了智能泛在云的背景与特征、技术挑战与创新机会、定位与展望。
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第一章

面向下一代云计算的研究

目前，世界各国正在加速推动云计算的创新与应用以应对日益复杂的数字化需求和全球竞争。云计
算不仅为大数据、人工智能、物联网等技术的快速发展提供了底层支撑，也成为国家战略的重要组成部
分，影响着全球产业格局与经济结构的变革。过去一年，以 DeepSeek为代表的人工智能大模型应用取得
突破性进展，众多 AI+应用成为云增长的新引擎，加速推动全球云计算产业向智能化方向发展。本章将
从上述云计算产业的新变化入手，探讨全球云计算技术的发展现状以及前沿技术演进趋势，重点分析头
部云厂商在云计算领域的战略布局、技术创新投入及其市场动态。本章还将结合国内当前的云计算发展
状况，分析我国在全球云计算竞争中的优势与挑战，探讨下一代云计算的发展方向。

1.1 研究图谱 2025：云计算产业和技术分析
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图 1.1: 云计算研究图谱（由云计算研究院总结形成）

传统的云计算服务模型主要由基础设施即服务 IaaS、平台即服务 PaaS和软件即服务 SaaS三大核心
层面构成。随着人工智能技术的不断革新，AI正从实验室走向千行百业，从工作场景深入生活场景。社
会对算力的需求呈现出前所未有的普惠化、场景化与生态化特征。在此背景下，云计算服务模式正在加
速向“AI+”深度转型，推动形成以 AI IaaS、AI PaaS、MaaS和 AI SaaS为代表的全产业链服务体系，构筑
人工智能时代的新质生产力范式，图 1.1列举了当前阶段云计算领域的技术研究图谱。

在基础架构层，AI IaaS成为支撑大模型时代的核心底座。基于 CXL（Compute Express Link）的内存
池化架构显著提升异构算力资源的调度灵活性与利用率 [1, 2]；DPU与 RDMA等新兴架构技术强化了数
据传输效率与系统控制能力 [3, 4]；GPU/FPGA/ASIC等专用芯片与存算分离技术、高带宽存储介质深度融
合，构建面向 AI训练与推理的高性能智算云平台。同时，云操作系统通过 AI驱动的资源调度、能耗管
理与故障预测，实现数据中心的高效、低碳运行，践行绿色可持续发展。

在系统框架层，AI PaaS正在重塑开发者体验。Serverless计算平台结合冷启动加速、函数压缩与工作
流编排，支持 AI应用的极致弹性与快速迭代；面向 AI开发的一站式平台集成训练框架、推理优化、向
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量检索与模型压缩能力，降低开发门槛；数据库与大数据平台向“湖仓一体”、“实时分析 +AI内嵌”演
进，支撑复杂的数据科学任务。CI/CD流程也扩展至MLOps（Machine Learning Operations）范畴，实现
模型交付的自动化与可追溯。与此同时，模型即服务 MaaS（Model as a Service）正成为连接模型能力与
行业应用的关键枢纽 [5]。通过提供预训练大模型托管、精调接口、推理 API及模型市场，MaaS使企业
无需从零训练即可获取先进 AI能力，极大加速 AI落地进程。

AI for Cloud广泛应用于基础架构层和系统框架层两个层级，通过 AI算法优化资源调度、网络拥塞
控制、能耗管理与安全防护，云计算系统自身也变得更加智能、稳定与高效。这种“以 AI优化云，以云
承载 AI”的双向赋能机制，正在推动云计算进入一个自我进化、持续增效的新阶段。总的来说，在 AI智
能时代，云计算已不再仅是资源供给平台，而是演变为集 AI算力供给、AI能力构建、模型服务化与智能
应用输出于一体的全栈 AI服务平台。这一变革更催生出全新的商业模式与产业生态。本节余下的内容将
结合研究知识图谱，通过公开资料的整理讨论云计算行业国内外市场和发展趋势。

1.1.1 趋势分析

过去一年里，AI技术在云计算的各个方面加速渗透，正成为重塑云计算产业格局的核心驱动力，从
算力需求、服务模式到应用场景，全方位推动着行业的创新与变革。接下来，本节将从全球市场格局、关
键技术演进和行业开源标准三个维度，深入剖析云计算产业的最新变化趋势。

1.1.1.1 AI技术驱动全球云计算市场持续变革

2024年，Gartner数据显示全球云计算市场继续保持稳健增长，规模达 6929亿美元，同比增速为 20.3%；
同时预计到 2030年，全球云计算市场规模将接近 2万亿美元 [6]。综合《云计算研究白皮书（2024）》 [7]
对 2021—2023年全球云计算市场的系统研判，以及 Gartner对未来五年云计算领域增长率的预测，可以
发现当前云计算市场正经历关键转型：从高速扩张期步入结构优化期，增速虽有所放缓但更趋稳定。在
此背景下，AI技术的爆发式发展正成为打破原有市场平衡、重塑三大云服务版图的关键变量。
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图 1.2: 全球 IaaS，PaaS和 SaaS市场份额分析

2024年，全球云计算市场的增长情况展现出 “稳中有变”的发展格局，AI浪潮的持续深化和AI Infra
的火热为 IaaS市场注入了新的活力。如图 1.2所示，Gartner等机构的数据 [6, 8]指出 2023-2024年 PaaS与
SaaS延续增长，增速分别达 19.2%和 17.4%。最引人注目的是，AI应用的火热带来了 IaaS市场的强劲反弹：
增长率从 2022-2023年的 13.4%跃升至 22.5%，成为三大云服务类型中增速最高的领域。一方面，Meta、字节
跳动、天翼云等大型科技公司持续加码 AI Infra建设，大幅扩充智算中心规模 [9]；另一方面，以 DeepSeek
为代表的 AI独角兽则通过开源模式降低技术门槛 [10]，激发了更广泛的市场参与热情，推动中小企业和
开发者对 IaaS资源的需求快速增长。这种 “头部企业重资产投入 +开源生态普惠创新”的双轮驱动模式，
正在重塑全球云计算市场格局，标志着产业进入 AI深度融合的新增长周期。

2024年，全球 PaaS市场份额与 IaaS市场份额基本持平，但累计份额已打破了过去 SaaS长期占据
主导地位的局面。具体而言，其市场份额分别达到约 1718亿美元和 1707亿美元，同时，IaaS和 PaaS的



1.1. 研究图谱 2025：云计算产业和技术分析 3

市场比例分别提升至 28.6%和 28.4%，虽然单一份额仍低于 SaaS的 43%，但两者合计已超过 SaaS，显示出
其在云服务市场中的重要地位，打破了过去 SaaS长期占据主导地位的局面。这一结构性转变主要得益于
生成式 AI和大模型等新兴技术的推动，企业和开发者对底层算力和平台级服务的需求持续增长，使 IaaS
和 PaaS成为驱动市场扩张的核心动力。生成式 AI和大模型等新技术推动了企业和开发者对于底层算力
资源和平台级开发环境的需求，促使他们选择高效灵活的云服务解决方案。尤其是 PaaS平台，凭借一站
式模型开发与部署能力，成为众多中小企业和开发者构建 AI应用的首选。随着未来云技术的不断演进，
作为云平台架构中承上启下的关键中间层，PaaS层所面临的市场需求将持续攀升，功能也将进一步强化
与拓展。与此同时，IaaS市场的基础设施升级和规模扩展将继续为整个云服务生态提供坚实支撑。

全球云计算 SaaS市场增速逐年放缓，这一趋势既源于行业发展的阶段性瓶颈，更与 AI技术引发的
行业变革密切相关。从市场基础来看，饱和态势已形成明显增长阻力。当前全球 99%的企业已引入至少
一种 SaaS应用，美国大型企业的 SaaS普及率更是高达 91%，办公协同、客户管理等核心场景的刚需客户
增量锐减，剩余潜在市场的开拓不仅需要更高营销成本，还需适配小众化需求，整体获客效率持续走低。
与此同时，IaaS与 PaaS的高速增长进一步分流资源。IaaS依托 AI训练等高算力需求保持强势增长，PaaS
因深度融合 AI与大数据保持 20%的增速，企业将更多预算投向这些支撑定制化 AI服务的底层设施，进
一步挤压了传统 SaaS市场。而 AI技术的渗透则从根本上重塑了 SaaS的发展逻辑：生成式 AI推动 SaaS
产品从传统流程自动化工具升级为智能决策伙伴，通过实时数据洞察、业务风险预判等能力重构服务价
值；这种变革不仅催生了“按效果分成”等新型盈利模式，让传统按账号订阅的收费逻辑面临挑战，更因
GPT等技术展现出的“需求即生成应用”能力，对标准化 SaaS产品形成替代压力。
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图 1.3: 2024年国内云计算厂商营收与市场份额占比

我国的云计算市场规模仍然保持着较高的增长态势，目前市场规模已达到 8288亿元，同比增长 34.4%，
增速远超全球平均水平。在国内云计算市场，随着产品服务竞争加剧和行业需求持续多样化，主要云服
务厂商的云业务营收整体呈增长态势，但云厂商间的格局正出现新变化。如图1.3(a)所示，天翼云在 2024
年的营收首次超越阿里达到 163亿美元，增速达 19.8%；阿里云营收 162亿美元，增长 9.4%，增速放缓；华
为云营收 121亿美元，增速 22.4% [11]。造成这一格局变化有以下两个关键因素，一方面是国家对运营商
云的政策支持力度持续加大，推动天翼云等电信系云厂商进行算力布局、在以政务云为代表的领域快速
扩张；另一方面，行业用户对云服务的需求更加多元，各家云厂商深化混合云、行业云的布局，并通过降
低价格与优化服务来争夺客户，加速了传统 IT基础设施向云平台的迁移。因此，在价格、服务与政策等
多重因素叠加下，国内云市场的渗透率进一步提升，导致云厂商排名与梯队结构的重新洗牌。

以智能体（AI Agent）、自动化模型服务、多模态生成等为代表的智算类业务驱动云计算市场从传统
算力需求向“智算需求”转移，成为国内 IaaS与 PaaS的核心增量来源。 2024年国内云计算市场份额中，
IaaS、PaaS和 SaaS市场份额占比分别为 55.6%、18.3%、26.2%（如图 1.3(b)所示）。根据 Gartner预测，未来
两年至少有 15%日常工作决策将由智能体自主完成，33%的企业软件应用将包含智能体。相比于 2024年
未产生智能体的阶段，智能体在运营商、制造业、金融服务等领域的规模化应用，直接拉动了企业对高
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性能 GPU以及大规模算力集群的需求，智能计算成为 IaaS增长最快的份额。同时，智能体训练、推理的
持续迭代需要自动化的数据管理、模型开发以及部署测试，促使企业进一步依赖云厂商提供的 AI PaaS、
MLOps、向量数据库、MaaS等平台级能力，从而也推动了 PaaS业务收入显著提升。从技术发展趋势上
看，智能体驱动下的算力需求、工具链需求和行业场景需求的三重叠加，将在未来成为支撑国内 IaaS与
PaaS高增长的主引擎。

1.1.1.2 软硬件创新驱动云基础设施持续进化

过去一年，云计算在硬件架构革新、软件系统智能化升级以及开源生态共建方面取得显著突破，形
成以“硬件突破—软件革新”协同发展的技术发展格局。本部分聚焦行业实践，从硬件基础设施、软件平
台能力两个方向梳理年度标志性事件与技术跃迁路径。

全球云计算硬件基础设施正加速向高性能、异构化与资源池化方向演进。例如华为发布的 CloudMa-
trix 384超节点架构成为年度最具影响力的硬件创新之一。该架构采用全对等互联与全栈协同设计，集成
了自研鲲鹏 CPU、Ascend 910C NPU及高速统一总线 UB（Unified Bus）网络，构建了总算力达 300PFLOPs
的超大规模 AI云底座。NVIDIA H200 GPU已在 Amazon、Google Cloud和Microsoft Azure大规模部署，搭
载 HBM3e显存，带宽达 4.8TB/s，配合 GB200 Superchip与 NVLink Switch系统，在千卡集群中实现通信
延迟下降近 40%，显著提升大模型训练效率。AMD Instinct MI300X作为重要替代选择，凭借 192GB HBM3
内存和 CDNA 3架构，在 Meta、Microsoft等平台落地应用，支持 AI与 HPC融合负载。Amazon推出自
研 Trainium2芯片与 Graviton4 CPU组合，构建端到端可控的 EC2 UltraClusters，支撑千亿参数模型训练，
并探索基于 CXL 3.1的内存扩展架构以缓解 GPU显存瓶颈。Google在其 TPU v5p集群中引入液冷封装与
动态调频技术，提升能效比，同时试点 GDDR7+CXL混合内存方案，拓展通用内存容量。整体来看，云厂
商正通过芯片自研、高速互联与内存服务化，推动硬件架构从“封闭堆叠”向“开放协同”转型。

在软件层面，云计算正迈向以智能调度、自主运维与语义感知为核心的下一代操作系统阶段。阿里云
在灵骏智算集群中集成智能运维引擎，利用时序预测模型对 GPU利用率、温度、显存占用等指标进行分
钟级异常预警，结合历史故障图谱实现根因定位，SLA违规率降低超 35%。Google Cloud的 Autopilot [12]
系统能够结合机器学习分析容器历史负载，自动推荐最优资源配置；Monarch系统日均处理超百万条监控
流，支持跨区域性能诊断与容量规划。Microsoft Azure将因果推断与知识图谱应用于告警聚合，将数千条
原始事件归并为可操作的故障单元，缩短平均修复时间达 40%以上；Microsoft的 Azure Machine Learning
平台采用弹性训练调度器，动态增减分布式训练节点，在保障收敛性的前提下降低 30% 以上计算成本。
Amazon 通过 DevOps Guru 实现基于无监督学习的异常检测，可识别 Lambda 函数冷启动激增、RDS 慢
查询等典型问题，并提供修复建议；Karpenter弹性节点控制器可在秒级内响应 Pod调度需求，大幅提升
EKS集群资源利用率。

1.1.1.3 云计算行业开源组织与行业标准布局

全球云计算开源生态进入爆发期，开源项目成为技术标准制定与产业话语权争夺的主要战场。国际
上，Linux基金会主导的 Open Acceleration Framework整合 CUDA、ROCm与 CANN生态，推动 AI加速
器接口标准化，打破厂商锁定困境。在国内，开源力量同样迅猛崛起。华为推出的 Open YuanRong项目，
聚焦 AI推理框架开源，兼容 PyTorch与MindSpore模型，支持异构硬件自动优化，上线三个月即被 30余
家云服务商集成。天翼云则发布 TeleDB——一款面向云原生的分布式数据库开源项目，支持多模态数据
处理与强一致性事务，在电信级高并发场景中表现优异，已被多家省级政务云采用。2025年中国云计算
开源项目不仅在数量上快速增长，更在关键技术自主可控与生态协同方面展现出强大生命力，正逐步改
变全球云计算技术格局。

标准制定正从“辅助支撑”角色转变为引导技术路线演进的核心力量，成为产业协同创新的枢纽。
2025年云计算领域在标准化建设方面取得关键进展，全球主要标准组织与产业联盟加速推进技术规范制
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定，推动异构算力协同、多云互操作、绿色低碳等共性能力的统一化与规模化落地。在国际方面，分布式
管理任务组 DMTF（Distributed Management Task Force）持续推动 Redfish标准演进，增强对现代数据中
心基础设施的建模能力，支持 GPU、FPGA等加速器资源的发现与管理，为未来 AI工作负载调度和资源
拓扑暴露奠定数据模型基础。同时，Internet工程任务组 IETF通过 SCIM（System for Cross-domain Identity
Management, RFC 7643）、NETCONF/YANG模型（RFC 6241）、I2NSF安全策略框架等标准，正在构建身份、
配置与策略语义层面的跨域协同机制，为解决“多云孤岛”问题提供技术路径。在国内，中国电子技术标
准化研究院发布的《云计算异构计算资源池化技术要求》（草案/团体标准）提出了基于虚拟化与解耦架构
的资源池参考模型，探索异构硬件互联技术在算力资源整合中的应用前景，华为、阿里、中科曙光等企
业参与了该标准的技术研讨与验证试点 [13]。同时，开放原子开源基金会推动 OpenHarmony、OpenEuler
等项目与国家标准对接，实现“开源—标准—产业化”闭环。

2025年云计算标准工作呈现出“技术引领、场景驱动、全球协作、产研联动”的鲜明特征。标准不
再滞后于技术发展，而是前瞻性地定义接口、协议与评估体系，为技术创新提供稳定预期与规模化路径。
为明确标准化与开源在行业中的关键地位和作用，以下将从多云协同、产品兼容、合规监管和生态创新
等方面，具体阐述标准化与开源在云计算中起到的实际作用。

在多云协同方面，企业为避免供应商锁定普遍采用多家云服务，但不同厂商架构和接口差异较大，容
易形成“信息孤岛”。统一标准与主流开源协议有助于规范数据交换与接口对接，实现多云间的资源共享
和协同管理，降低迁移成本。在产品兼容方面，云存储、数据库及安全组件若缺乏统一接口，企业跨云迁
移与系统集成将面临较高技术门槛。通过标准化约束接口规范与性能指标，并结合开源软件的开放开发
与测试机制，可显著提升云产品的互操作性与可靠性。在合规监管方面，随着《数据安全法》《网络安全
法》等法规的实施，云服务必须满足安全与合规标准才能合法运营。行业标准为监管评估提供了统一依
据，开源安全工具和合规方案则帮助企业更便捷地落地合规要求、降低运营风险。在生态创新方面，统
一标准降低了技术集成与合作的门槛，促进第三方服务在云平台上的繁荣生长。开源通过开放源代码吸
引全球开发者参与，推动技术快速迭代；谁能主导关键开源项目，谁就更容易在产业生态中掌握技术主
导权和话语权。

1.1.2 方向聚焦

为全面把握全球云计算技术发展方向，本节从云领域学术界与工业界关于技术研究前沿探索出发，系
统梳理并深入分析 2025年度云计算领域的关键进展与趋势演进。
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图 1.4: 近三年企业参与的云计算热点研究领域文章
发表数量

通过整合产业一线的创新成果与学术前沿科
研动向，为政策制定者、技术研发人员提供权威、
前瞻的洞察参考。本节持续跟踪调研了近 3年和云
计算产业相关的 14个顶级学术会议（ASPLOS，SC，
SOSP，VLDB等）收录的 2,800余篇高水平论文（以
CCF-A类为主），从中筛选出近 860篇云计算领域
有企业参与的已发表文章。现有学术研究聚焦通用
计算云和 AI智能云两大主体，涵盖包括数据中心
基础架构、AI与系统、任务调度与编排框架、中间
件、AI加速器、性能调优等在内的 30余个具体的
研究点。通过进一步的筛选与合并，本节将上述涉
及的所有研究整理为 10个基础研究方向，分别为
MLSys、数据库、DC 与服务管理、文件与存储系
统、加速器硬件、OS与分布式系统、分离式数据
中心、AI for Cloud、虚拟化技术以及量子计算，以构建一个从硬件到软件、从基础设施到智能优化较为
完整的云计算热点研究方向洞察（见图 1.4）。
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相比 2024年的统计结果，受益于大模型的快速崛起，近三年的MLSys方向的发文数量和硬件加速器
方向论文呈现稳步增长，成为了云计算研究体系中最受关注、增长最快、企业参与最集中的方向。而 DC
与服务管理和文件存储相关领域的发文数量呈现少许下降趋势。量子计算技术的发文数量逐年攀升，是
未来的潜在热点领域。
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(a) 近三年头部企业研究数量分布（从高到低排序）
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(b) 近三年头部企业研究数量占总比及相较去年变化

图 1.5: 近三年头部企业在研究成果的影响力分布

企业在学术研究领域活跃度保持不变，大约 31%的近三年学术成果有企业参与，且大部分以国外厂
商为主。以华为和阿里巴巴为代表的国内厂商学术影响力增加显著。如图 1.5(a)所示。本节将发文数量较
多的企业划分为三个梯队，相比 2024年统计结果，阿里云近三年发文量超越 Microsoft成为第一，华为
超越 Google、Meta进入前三，位居第二梯队首位。而 Samsung进入第二梯队并超越腾讯，AMD，Apple，
Oracle，Cisco，SAP，NetApp和 Snowflake成为第三梯队新晋成员，VMware则保持第三梯队不变。

相比 2024 年白皮书统计结果，近三年企业参与发表的论文数量的“分布倾斜”现象有所缓解。从
图 1.5(a)可以看到，贡献超过 80%研究成果的头部企业数量从去年统计结果的 13个增加到 20个，其中新
增了不少新面孔，这也代表着有更多的企业初步在云计算和系统领域学术研究上崭露头角。图1.5(b)进一
步展示了阿里，Microsoft，华为，Google，Meta，Amazon这些拥有云计算营收业务的头部企业研究成果
占总体发文数量的比值（红色代表相比 2024年白皮书统计结果有增长，绿色则代表有所下降），未展示
的企业则全部归类于其他类别。可以看到，除华为和 Amazon发文量占比有轻微增长外，其他头部企业
研究成果发表论文数量均有所下降，例如阿里云论文发表数量占整体比重降低 0.8%，Google发文量占比
下降 1.9%，而Microsoft发文量占比下降幅度最大接近 7%，其他企业则上升了近 9%。

创新驱动力在系统领域持续扩散，企业新面孔的加速涌现，为学术研究和产业发展注入了新鲜血液。
相比 2024年白皮书统计结果，在今年的系统领域顶级学术会议上，有七十余家单位如商汤科技、智谱科
技、超威半导体、百度、联想，以及电信、移动等首次亮相，涵盖了 AI初创、互联网公司、传统 IT与半
导体巨头、通信运营商等多元行业。它们在体系结构、操作系统、数据库、云计算等多个顶会发表了聚焦
大模型推理、分布式调度、云原生等前沿主题的论文，展现出学科交叉和新兴应用的广泛需求。企业直
接参与论文署名愈发普遍，研究紧贴实际生产和业务需求，产学研融合不断加深。同时，国际机构的积
极参与进一步推动了全球学术交流。顶会对新团队和新思想的包容性持续提升，越来越多新兴单位能够
在学术舞台崭露头角，行业创新生态更加开放与活跃。

综上，2025年云计算领域在软硬件协同、AI原生架构和分布式系统等方面取得突破，学术与产业的
深度融合加速了新技术的落地。云计算正围绕大模型驱动的算力升级、数据平台智能化以及云服务高可
用与安全能效三大主题进行演进。具体来看，分离式数据中心架构与关键技术通过异构算力、内存池化
及新型互连技术，显著提升了资源利用率和远程内存访问效率，为大模型场景下的高效调度与弹性扩缩
容提供支撑；面向 AI场景的 PaaS数据平台层技术聚焦于数据库和存储系统的创新，推动高性能、可扩
展、智能化数据平台的构建，以满足 AI业务对海量数据管理与加速的需求；智能化云运维、可信安全与
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能效优化方面，通过 AI运维和安全机制的不断完善，实现了云服务的高可用、可信与绿色发展。由此，
下文将围绕上述三大热点方向进行系统梳理与深入分析。

1.2 热点方向一：分离式数据中心架构与关键技术

在云计算和大数据时代，数据中心面临着资源利用率、弹性扩展和高效运维等多方面的挑战。传统的
数据中心架构已难以满足日益增长的业务需求和技术演进。分离式数据中心架构作为一种创新模式，通
过资源池化与功能解耦，实现了更高的灵活性与可扩展性，为云服务和新型应用场景提供了坚实基础。本
节将围绕分离式数据中心架构展开，重点介绍其关键技术及发展趋势。具体而言，后续三个小节将分别
探讨弹性可扩展的云数据中心资源优化、面向资源池化的分离式数据中心架构，以及支持分离式数据中
心架构的软件栈等关键问题。为更好地理解相关技术路径与研究进展，表 1.1重点遴选了部分具有代表性
的关键研究成果。

表 1.1: 头部企业重点关注的分离式数据中心架构与关键技术研究领域

研究点 研究方向概述 主要会议 研究主要关注点与代表性工作

弹性可

扩展的

云数据

中心资

源优化

传统云数据中心架构日
益暴露出资源搁浅和弹
性粒度不足等问题。随着
规模扩大，提升资源利用
率、采用分层存储和动态
收割技术进行协同调度，
已成为云服务商应对资
源闲置与弹性需求的核
心关注。

OSDI
SOSP

ASPLOS
EuroSys
NSDI

• 内存分级、资源动态收割与复用：Meta、Google和Microsoft广泛研究了云基础设施中
关于使用 SSD、NVM、CXL内存等异构存储介质进行动态卸载能力 [14, 15, 16]，中国电
信云计算研究院进一步探索了该场景下的多租资源公平分配，以减少共置负载性能劣
化 [17]；Microsoft针对数据中心闲置资源开展关于智能动态资源收割与复用的一系列
研究工作 [18, 19, 20]，实现了在云平台中动态、安全地回收和复用虚拟机暂时闲置的计
算和内存资源，显著提升了资源利用率和服务器效能。

• 智算资源细粒度管理： NVIDIA提出了一系列 GPU资源共享技术。Kimi、DeepSeek以
及华为等深入研究了智算云基础设施中不同应用中不同阶段的资源需求，通过算力、显
存、DRAM等不同资源的细粒度管控，提升计算与存储效率，实现整体智算资源的效
率提升 [10, 21, 22, 23]。

面向

资源池

化的分

离式数

据中心

架构

传统计算与存储的分离
架构逐渐出现资源利用
不均、弹性粒度不足等问
题。分离式架构将 “内存
池”进行独立资源管理优
化，以提升资源利用率，
解决资源匹配和分配不
均问题。

OSDI
SOSP

ASPLOS
EuroSys
NSDI

• RDMA、NVLink高速互联内存池：Google通过细粒度、高效的远程内存分配机制，解
决了池化架构中 “分配开销与内存浪费”的兼顾挑战 [24]；还基于现有 RDMA内存池架
构中的高可用问题，研究如何减少分离式架构带来的爆炸半径扩大影响 [25]；阿里通
过将集群中的 GPU中显存统一管理，对推理服务过程中产生的数据统一放置，实现多
GPU资源之间的资源共享，减少 GPU资源的“碎片空间”，提升了显存的使用率 [26]。

• CXL共享内存池： Microsoft和 Intel利用 CXL高速互联总线技术进行内存池化场景下
的多租资源分配，以提升内存资源使用率，并减少内存性能劣化 [1, 27]；阿里云利用
CXL交换机，实现云数据库的内存池化和数据共享 [28]。

支持分

离式数

据中心

架构的

软件栈

支持分离式架构的软件
栈主要集中在简化编程
复杂性、提升远程资源访
问效率、优化资源池化与
调度策略，以及增强系统
可扩展性与高可用性等
方面，为大规模异构资源
的统一管理与高效利用
提供支撑。

OSDI
SOSP
NSDI
ATC
HotOS

• 分离式操作系统: 华为提出 FlacOS操作系统，通过在内存互联的机架级架构中实现内
核数据结构的共享和无锁同步机制，使得单一操作系统统一管理机架级资源，解决传
统分离式资源管理带来的同步瓶颈和故障恢复挑战 [29]; 天翼云提出 “聚合计算” 产品
理念，通过将池化算力资源按需聚合，为 HPC等场景提供高效、灵活的算力服务 [30]。

• 分离式运行时:华为云在分离式数据中心运行时方面，提出通过分层接口和声明式 API
实现数据系统与硬件的解耦，提升了资源利用率和系统扩展性。随后，又通过挖掘多线
程程序的异步性，进一步优化了分离式内存的访问性能和编程易用性 [31, 32]。

• IR运行时: Google和 OneFlow针对 AI场景下的多样的硬件资源集群，提出了支持算子
粒度任务执行的运行时，通过统一抽象算子来支持不同 CPU、GPU、FPGA等异构硬件，
实现不同算力需求与资源之间的高效匹配 [33, 34]。

1.2.1 弹性可扩展的云数据中心资源优化

现行云计算资源分配粒度粗，资源利用率不高且成本居高不下，高效利用迫在眉睫。追求像用水用
电一样灵活地使用资源是云计算发展的核心目标。然而，受限于硬件体系结构和操作系统抽象，且高速
网络互联、内存、存储等模块发展速度出现严重不均衡现象，使得主机间资源难以高效共享。人工智能
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图 1.6: Workload Intelligence概览 [35]

的崛起加剧了高投入与低资源利用率之间的矛盾。Microsoft、Google等云厂商宣布上百亿美元建设 AI专
用数据中心，以 GPU为核心配置成为了云厂商提供的主流基础资源。然而，主流云服务商采用大颗粒度
“切割”物理服务器资源（如 CPU、内存、GPU），以虚拟机或容器实例售卖，进一步限制了租户的资源灵
活性，导致资源搁浅和成本浪费。Microsoft Azure等公开数据表明，数据中心内存搁浅比例高达 6 - 30%，
GPU算力使用效率仅仅在 30% - 50%，而内存成本占物理服务器总成本的 37-50% [27]。除此之外，随着大
数据业务和内存密集型应用的持续增长，云业务普遍采用大容量内存缓存以及算力独占的方式以提升性
能，负载长期占据大量内存与计算资源，资源分配率居高不下，但实际高频访问的数据仅占很小比例。为
此，学术界与工业界在近些年逐步开始探索通过部署低成本存储介质（如 SSD、NVM等）以及基于高速
互联技术（CXL、RDMA等）的资源池化技术尝试解决。

针对资源搁浅与成本浪费的挑战，业界已积极探索远内存、自动资源配置等多种技术路径，以提升
资源利用率和降低成本。Meta、Google和Microsoft等公司，广泛研究了如何利用利用 SSD、NVM、CXL
内存等异构存储介质进行动态数据卸载 [14, 15, 16]。比如，中国电信云计算研究院针对多租户环境下不同
负载间的内存资源竞争问题，提出了 QoS感知的分级内存管理框架 Vulcan。该框架设计了基于负载特征
的用户态内存页面迁移机制，显著提升了多应用场景下的灵活性与适应性。通过工作负载敏感性的快速
内存容量动态公平分配策略，有效避免了传统热度驱动分配导致的“冷页困境”，保障了延迟敏感型与吞
吐量型负载的性能隔离与公平性。实验结果表明，Vulcan在云服务多租户内存资源管理领域展现出显著
优势 [17]。除此以外，Microsoft在数据中心闲置/搁浅资源的收割方面持续创新，先后推出用以高效收割
闲置 CPU、内存资源 [18, 20, 19]的 Harvest系列 VM，实现多资源联合调度与细粒度分配，显著提升了资
源利用率和业务保障，有效推动了云基础设施的智能化和降本增效。然而，目前这些优化方式多为平台
单向、透明管理，没有租户的直接参与。虽便于部署但受限于狭窄的资源分配接口，云平台难以直接洞
察租户实际需求，导致实际响应滞后且效率仍有优化空间。随着云应用复杂性提升，协作式资源管理逐
步成为趋势。以 Microsoft在 SC ’25大会提出的WI（Workload Intelligence） [35]框架为代表，新型协作
机制支持租户主动表达业务特性（如可用性、延迟容忍度等），平台则智能匹配并启用多种优化机制（如
自动扩缩容、Spot/Harvest VM、超频/降频、区域迁移等），显著提升资源利用率和经济性，图 1.6展示了
WI的概览。研究表明，WI框架可为租户平均节省约 48.8%的资源成本，并提升绿色低碳水平。

针对智算中心的巨大投入与GPU资源使用效率的低下，业界与学术界积极探索不同租户间资源划分
与调度，任务资源度量与抢占等多种技术，以此提升资源的使用效率。NVIDIA在硬件架构、驱动层和软
件栈上为智算中心的多场景混合运行构建了完善的资源共享机制。CUDA的 Context、Stream与 Hyper-Q
在软件与运行时层面提供了基础的并行与软隔离能力；MPS（Multi-Process Service）在进程级别上将多进
程请求合并到同一 GPU上下文中，提升了多任务并发度。针对多租户环境的强隔离场景, NVIDIA又提出
了MIG（Multi-Instance GPU）技术，使得云原生环境下能够实现划分物理 GPU。在此基础上，学术界也围
绕不同服务的资源使用模式开展了一系列工作。SpotServe [36]基于多实例负载变化，提出使用可回收实
例来降低服务成本并提升资源效率。FlexLLM [23]则从单实例内部的多应用共存出发，利用推理和微调在
计算和显存需求上的互补，实现两类资源的同时提升，为不同服务的资源共享提出新方案。MuxServe [37]
更进一步从单个应用内部特征分析，识别推理过程中密集和内存密集阶段的差异，通过跨请求进行模型
的请求阶段组合，为模型的服务模式提供了新思路。
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1.2.2 面向资源池化的分离式数据中心架构

分离式资源池化数据中心架构，通过算力、存储、网络三大资源的解耦与池化，有效应对了生命周期
失配、资源利用不均、弹性调度不足和协同效率瓶颈等四大挑战。随着数据中心规模的持续扩展和业务
形态的日益复杂，传统数据中心架构正面临多重挑战。首先，数据保存周期远长于服务器硬件的更新周
期，导致数据迁移与运维成本显著增加，存储与算力资源的生命周期严重失配。其次，资源利用在时空
维度上呈现显著不均衡，部分计算节点或存储设备长期处于低负载状态，而高峰期资源紧张，整体利用
率难以提升。第三，云原生应用不断涌现，对计算与存储资源的弹性分配提出了更高要求，传统架构难
以满足其动态扩缩和敏捷调度的诉求。最后，数据中心在算力、存储和网络资源之间的协同效率面临瓶
颈，资源孤岛和跨域性能损耗制约了整体服务能力。针对上述困境，分离式数据中心架构应运而生，正
如图 1.7所示，其核心理念是通过资源池化实现算力、存储与网络的解耦与独立调度。一方面，多元化业
务场景驱动算力异构化发展，异构计算资源池可根据任务类型按需分配 CPU、GPU、FPGA等多种算力，
实现高效资源利用。另一方面，低时延网络技术的发展为内存与磁盘的分离及池化提供了技术基础，网
络层的优化有效降低了数据访问延迟，支撑资源池间的高效协作。此外，新型应用不断推动高效共享存
储的发展，存储资源池不仅提升了数据访问的弹性和可靠性，还为多租户环境下的数据隔离和共享提供
了保障。总体而言，面向资源池化的分离式数据中心架构通过算力、存储、网络三大资源的解耦与池化，
显著提升了资源利用率与服务弹性，增强了对新兴业务场景的适应能力，为下一代数据中心的发展奠定
了坚实基础。

核心网/互联网

GPU FPGA ASIC

CPU

CPU

CPU
CPU池

特定硬件

DRAM

共享内存池DRAM

DRAM

存储设备

网卡

Unified Interconnection
（统一互联）

网卡

图 1.7: 分离式数据中心架构示意

分离式数据中心通过高速互联实现算力、内存和存储资源的池化与解耦，推动了 RDMA和 CXL等
技术的应用，同时也带来了内存高可用性和大模型显存池化等新的挑战与机遇。在分离式数据中心架构
中（如图 1.7），算力、内存和存储等各类资源通过高速网络实现解耦与互联，每个服务器节点通常专用于
某一类功能，如计算、内存或持久化存储，从而构建出多样化的资源池。应用程序可以灵活地从这些资源
池中获取所需资源，实现高度弹性的扩展能力。目前，计算与持久化存储的分离已在业界广泛落地，内存
资源池化则成为新的研究热点。分离式内存技术（Disaggregated Memory）通过将远程服务器的未使用内
存或共享内存池纳入统一管理，打破了单机内存容量的限制，提升了资源利用率。随着高性能互联技术
（如 RDMA、CXL和 UB）的发展，内存池化可以在机架内或机架间灵活扩展，实现集群级别的资源调度与
弹性分配。然而，远程内存访问带来的性能开销、故障影响范围扩大以及资源管理复杂性等挑战，仍需
进一步技术突破。当前，RDMA和 CXL等技术正推动内存池系统的创新，相关容错与成本优化机制也在
持续探索。工业界如国际上Meta和Microsoft Azure和国内阿里已提出原型方案，但成熟的分离式内存系
统仍处于发展阶段。在此基础上，CXL与 RDMA为内存池系统的构建提供了关键技术支撑，内存高可用
性成为系统落地的核心挑战，此外，面向大模型的显存池化也成为分离式架构下的新兴研究方向。

基于 RDMA等技术的高速互联内存池系统有效缓解了资源搁浅问题，但距离工业落地仍有挑战。基
于 RDMA以及NVLink的远端内存访问技术，将多台服务器的内存与显存整合为统一池，实现数据透明迁
移，有效扩展本地内存资源，提升大规模机器学习等负载的性能。其中，在内存管理中，Fastswap [38]结合
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远内存感知调度，提高整体吞吐量。然而，这类系统在多应用并发场景下容易发生性能干扰，Canvas [39]
通过交换路径隔离，为每个应用分配独立的交换分区和带宽，实现自适应优化，显著减少了性能波动。此
外，部分方案如 AIFM [40]和 Carbink [25]将远存管理显式暴露给开发者，要求应用自行管理远程内存，
虽然提升了灵活性，但增加了开发复杂度。在显存管理中，Aegaeon [41] 中根据不同模型请求的实时负
载，动态决定模型在 GPU的资源占比，并采用 Token级细粒度调度实现灵活的资源分配。通过低开销的
KVCache管理与上下文切换，使多模型共享显存成为可能。进一步的，eLLM [42]将模型推理过程的所有
模型权重、激活与 KVCache在统一的虚拟显存池中进行管理，并解耦虚拟地址与物理显存的映射构建可
扩展的显存抽象。Infinite-LLM [43]通过自适应、分布式注意力机制，将 KVCache拆分为细粒度单元并跨
节点动态放置，实现无感从集群空闲实例分配内存，实现全局范围的灵活、高效内存池化。更进一步的，
为了更高效的使用显存空间，Mooncake [21]在以 GPU为核心的池化分级存储中提出了基于预测的早期
拒绝策略与启发式热点迁移机制。通过缓存副本平衡跨实例间数据的复用热度，从而提升缓存复用效率。
尽管资源逻辑池化已经取得显著进展，但保障池化后的可靠性仍是不可或缺的关键一环。为了提升容错
能力并降低存储开销，Google的 Carbink系统 [25]采用纠删码（Erasure Coding）替代传统复制机制，将
本地驱逐的数据编码后分散存储于多个远程节点，同时结合远程内存压缩和可卸载奇偶校验计算，实现
了高效冗余与快速恢复，显著降低了故障带来的影响。

基于原生内存语义的 CXL共享内存池系统催生了一系列架构创新。近年来，远程内存管理技术不断
演进，基于 CXL技术的远存管理则带来了新的突破。CXL打破物理服务器的内存边界，实现池化和跨主
机动态分配，极大提升了资源利用率。Microsoft Azure的 Pond方案采用机器学习预测负载时延敏感性，
将不敏感的虚拟机优先分配池化内存，并通过 QoS监控和自动回滚机制缓解“内存搁浅”问题 [27]。学
术和产业界也在积极探索 CXL远存管理的新模式。Tigon [44]系统针对分布式数据库场景，利用 CXL内
存实现跨主机原子操作，显著降低同步延迟，提升事务处理性能。PolarCXLMem聚焦云原生数据库，通
过 CXL交换机实现内存池化，并创新 PolarRecv机制支持数据库瞬时恢复和缓冲池热身，同时提出新型
一致性协议，提升多节点数据共享效率。实验证明，基于 CXL的管理方案不仅提升了内存资源的灵活性
和利用率，还显著改善了数据库等关键应用的性能。尽管如此，CXL远存管理同样面临着“爆炸半径”问
题。阿里云提出通过基于引用计数的分布式内存管理机制，即使部分节点故障或进程崩溃，也能保障远
程内存资源的安全释放和回收，有效避免内存泄漏和双重释放，提升了系统的弹性和可靠性 [45]。需要
指出的是，当前主流的研究更多是在提升远程内存池系统对外围故障的应对能力。例如，纠删码和分布
式管理可以降低单点失效带来的数据丢失风险，热迁移和一致性协议则有助于快速恢复业务和保障多节
点协同。但这些机制本质上仍是围绕数据和资源管理展开，尚未从根本上解决内存池底层硬件或核心服
务发生故障时所带来的爆炸半径问题。如何提升内存池自身的容错和隔离能力，仍是未来远程内存池系
统落地部署的重要挑战。

1.2.3 支持分离式数据中心架构的软件栈

尽管分离式数据中心架构通过将计算、存储、内存等关键资源进行解耦与池化，为云服务带来了更
高的灵活性与可扩展性，但这种架构也带来了编程复杂性提升、远程资源访问效率降低、资源调度与管
理难度增加等新挑战。为此，国际国内均开始围绕分离式操作系统、分离式运行时及 IR（Intermediate
Representation）运行时的软件栈进行创新设计，图 1.8展示了三者关系。

高速互联技术的演进，正在催生以完全资源分离和分布式部署为核心特征的分离式操作系统新架构。
传统操作系统（如 Linux、Windows等）通常是单机、单内核设计，即所有资源（CPU、内存、存储、网
络等）的管理和调度都由一个内核负责，资源被严格限制在一台物理机。分离式操作系统将操作系统的
各个功能模块（如内存管理、存储管理、网络管理等）拆分出来，分别运行在不同的专用硬件或服务器
上，通过高速网络互联，实现资源的“池化”和“按需分配”。也就是说，分离式操作系统把操作系统的
服务变成了“分布式服务”。2018年，美国普渡大学提出 LegoOS [46]，首次提出了 splitkernel架构，其将
传统操作系统功能拆分为多个分布式监控器，各自运行在独立硬件组件上，通过网络消息协同完成资源
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图 1.8: 分离式数据中心架构的软件栈

管理与故障处理。这种架构突破了操作系统依赖单一物理服务器的限制，实现了 CPU、内存、存储等资
源的彻底解耦，使得资源分配不再受限于物理边界，极大提升了数据中心的资源利用率和弹性，该研究
成果获得了当年大会 Best Paper Award。2021年 VMware提出的 NrOS [47]进一步关注多核、多节点环境
下操作系统内核的可扩展性和正确性。NrOS通过高效的内核状态复制与共享机制，简化了内核同步，提
高了系统的扩展性和可靠性，为分离式和分布式硬件环境下的操作系统开发提供了新的思路。与此同时，
分别来自英国爱丁堡大学和上海交通大学提出的 Aggregate VM [48]和 GiantVM [49]等系统则从虚拟化层
面推动了分离式资源管理的落地。其通过分布式 Hypervisor，将来自不同物理主机的碎片化资源临时聚
合为一个虚拟机实例，支持 vCPU、内存和 I/O设备的动态迁移和调度，提升了资源利用率。

分离式软件运行时在提升远程内存可用性和资源弹性的同时，也引入了访问延迟和编程复杂度等开
销，需要在性能收益与系统复杂性之间权衡。分离式软件运行时是一种专为分离式内存架构设计的运行
时系统，它的核心目标是让应用能够高效地利用分布在不同服务器上的远程内存资源，从而突破单机物
理内存的限制，实现资源的弹性扩展和高效利用。在传统的数据中心架构中，计算和内存资源被固定地
绑定在同一台服务器上，导致资源利用率不均衡，部分服务器内存闲置而部分服务器因内存不足而性能
受限。分离式运行时通过网络将各服务器的内存池化，使得应用在本地内存不够时可以直接访问远程内
存，避免了频繁的磁盘换入换出带来的性能瓶颈。然而，远程内存访问带来的微秒级高延迟成为新的技
术挑战。传统做法是通过多线程同步编程模型来隐藏远程访问延迟，但这种模式下频繁的线程切换不仅
带来调度开销，还会破坏数据局部性，造成缓存失效和更多的 CPU资源浪费。华为云提出一种新型分离
式运行时框架 Beehive [32]，其基于协程的异步执行模型，允许每个线程在遇到远程内存访问时无需阻塞，
并将代码自动拆分为多个可异步调度的小单元，通过高效的协程调度机制实现远程访问的高并发和低开
销，以最大程度地保持数据局部性。Beehive进一步借助 Rust语言的类型系统自动将传统同步代码转换
为异步代码，极大简化了开发者的编程负担。通过这些创新，分离式运行时不仅让应用能够像使用本地
内存一样灵活高效地使用远程内存，也显著提升了资源利用率和整体性能，为云数据中心的弹性计算和
大规模数据处理提供了坚实的基础。

支持不同异构硬件平台之间无缝适配与高效执行，提升 AI 系统可扩展性与兼容性的多级中间表示
运行时框架。 CPU、GPU、NPU、FPGA以及各类专用加速器的不断涌现，AI系统正面临着通用场景中
前所未有的异构性挑战。直接通过软件框架适配不同硬件，开发成本高并且难以在不同平台间保持性能
的一致性。因此，需要构建一个能够承接计算图并无感适配多类型后端的中间表示。MLIR（Multi-Level
Intermediate Representation）[50]提出了多级中间表示的设计，阐述了多级中间表示如何支持跨域优化与
可扩展编译器基础设施。ONNX-MLIR [51]将 ONNX模型映射到 MLIR中，利用 MLIR与 LLVM的协同作
用，将统一的 ONNX模型编译到不同硬件架构上，提升了跨平台的兼容性和性能。通过多层 IR优化编译
方法，解决了 FPGA等可重构硬件的开发难度和优化复杂性，提高了系统实现、调试和扩展的效率 [52]。
Google的开源项目 [53]通过结合硬件特性和运算图优化，有效地提升了 TensorFlow在各种硬件平台上的
执行效率。Intel的开源项目 [54]将 MILR扩展到其硬件，使 ML通用编译器基础设施能够无缝兼容底层
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硬件，是MLIR在工业硬件厂商端适配的典型实践。

1.3 热点方向二：面向 AI场景的 PaaS数据平台层技术

以大模型为代表的 AI技术的飞速发展尤其是 DeepSeek等模型的正式开源，驱动国内外各家云厂商
的平台层技术投入重心逐步向 AI PaaS倾斜。举例来说，各大厂商正积极布局 Serverless化的大模型推理
服务；此外，AI场景不仅需要对复杂数据进行大量的实时处理，也对海量数据的高性能、低成本存储提
出了更高要求，进而催生了诸多新的技术挑战。图 1.9展示了 Serverless计算、数据库服务、存储技术三
者在智能时代的平台层技术发展重心，表 1.2总结了近年具有代表性的关键成果案例。

面向大模型时代的智能数据平台技术

云原生数据平台 AI-Native数据库向量检索

支撑智能任务的高性能存储平台技术

海量泛在数据云数据池

跨域数据放置
冗余数据管理

智能负载均衡

面向智能计算的Serverless平台技术

GPU 算力虚拟化函数编排冷启动优化
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图 1.9: 面向 AI场景的 PaaS数据平台层技术概览

1.3.1 面向智能应用的 Serverless计算平台技术

在数字经济加速渗透、以大语言模型和 AI Agent等为代表的智能应用广泛落地的当下，云计算行业
正处于向智能泛在云转型的关键时期。天翼云作为国家云基础设施建设与服务提供的主力军，既要满足
海量的内部业务（如智能客服、智能运维、用户行为分析）与外部用户（如中小微企业 AI建模、智慧城
市边缘智能计算等）对 GPU算力的多样化需求，又面临着传统云计算服务模式下 GPU算力供给的多重
瓶颈。基于当前流行的 Serverless编程范式，各大云计算厂商纷纷推出了基于函数即服务 FaaS（Function-
as-a-Service）编程模型的 AI云函数产品，旨在向用户提供快速部署、高度弹性以及按需付费的智能应用
开发平台服务。然而，AI智能应用对 GPU算力的需求呈现“多样化、碎片化和动态化”的特征，AI模型
较大的初始化加载时延也制约着服务弹性，使得 Serverless平台设计和优化面临新的问题挑战。构建面向
AI工作负载优化的 Serverless运行时与资源编排体系，已成为主流云服务商重点关注的技术方向。

构建低成本、高弹性的 GPU 云函数沙箱，提供粗粒度算力分配能力。粗粒度的算力分配是当前云
计算 GPU资源供给模型存在的首要不足。传统物理 GPU裸金属服务器或 GPU云主机多以整机、整卡为
单位分配，尽管这种方式常用于 AI模型的训练，但在推理场景下，以“百MB级显存、分钟级算力”为
需求的中小型应用往往占据业务主体。粗粒度的 GPU算力供给方式不仅导致用户侧大量算力闲置浪费，
也变相提高了算力计费成本，降低用户黏性；一些 FaaS云厂商例如阿里云，Microsoft推出了按需付费的
GPU云函数 [55]，例如，Microsoft Azure容器应用在某些地区为 Serverless模型训练和推理提供了NVIDIA
A100 GPU，阿里云函数计算支持以 1GB设备内存为单位为函数配置 NVIDIA V100 GPU [56]。然而，这些
FaaS平台中的 GPU函数分配粒度仍然较粗，无法精确匹配许多小模型的需求，导致了严重的资源浪费。
尽管先前大量研究广泛采用 MPS [79]技术来共享 GPU设备从而改善利用率，但这些技术无法应用于需
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表 1.2: 头部企业重点关注的数据平台层关键技术研究领域

研究点 研究方向概述 主要会议 研究主要关注点与代表性工作

面向智能

应用的

Serverless
计算平台

技术

AI应用正在加速普及，针
对传统云计算 GPU 资源
供给模型存在的粗粒度
分配、弹性能力不足以及
运行成本高昂等问题，业
界正在探索面向智能应
用的 FaaS 平台技术来满
足中小模型推理、边缘智
能等“泛在化、动态化和
碎片化”的 AI算力需求。

OSDI
SOSP

ASPLOS
EuroSys
ATC

• GPU 云函数沙箱：阿里云和 Microsoft 陆续推出了面向 AI 智能应用的 GPU 云函数服
务，允许租户利用 FaaS函数部署推理、训练等服务 [55, 56]。

• 函数冷启动问题：华为最新的数据中心 Trace深入分析了 Serverless计算平台内部的冷
启动发生频率以及对函数性能的影响 [57]。而阿里云的最新研究成果则通过延迟调度
请求以提高函数实例的复用率 [57]，或利用 Fork机制加速实例启动过程 [58]，从而减
少冷启动开销;中国电信云计算研究院同样聚焦函数冷启动问题提出了热点竞争感知的
函数分区缓存技术以改善缓存效率。

• 资源利用率与性能优化：字节跳动和 CorkrocachDB聚焦 Serverless数据库提出了高并
发扩容技术和多核心间节能方法，用于改善特定垂直领域应用的运行效率 [59, 60]。华
为则面向 Serverless大模型推理业务场景开展了大规模资源快速扩容技术研究 [61]。

面向

大模型

的智能

数据平

台技术

向量数据库为大模型的
外部知识库的管理提供
了极大的便捷; 业界结合
AI的推理能力，积极扩宽
数据平台的能力边界。既
可以内置 AI增强数据库
的交互形式，又可以加强
对底层数据的理解能力。
AI 基础设施的逐步普及
也正在逐步改写数据库
的架构设计。

SIGMOD
PVLDB
ICDE
EDBT
CIDR

• 向量检索： Apple 公司采取倒排索引的技术路线提供了向量检索的服务 [51]。
AlayaDB [62]推出了基于向量检索的高效高质量长文本 LLM推理的数据基础设施。

• AI Inside数据平台：阿里云百炼开源面向 Java开发者的 NL2SQL智能体框架 [63]。阿
里云瑶池数据库团队推出的面向企业用户的数据分析智能体，可以根据自然语言描述
进行需求分析，自动完成数据理解，并基于数据理解提出分析需求。Oracle数据库支持
自动索引创建和销毁的生命周期管理能力 [64]。

• AI Infra 加速数据平台：阿里云瑶池数据库团队基于推出了基于 CXL 2.0 协议的 Po-
larCXLMem 多写数据库一体机 [65]。华为推出全球首个通用计算超节点 TaiShan 950
SuperPoD，并结合 GaussDB推出替代 Exadata一体机的技术方案。NVIDIA持续推进各
个数据库厂商集成 GPU加速分析的合作。

• 氛围编程的数据库新诉求: Microsoft推出针对数据库高频列变更管理技术 [66]。

支撑

智能任

务的高

性能存

储平台

技术

针对大模型训练与推理
带来的海量存储及低延
迟需求，传统存储架构面
临语义、性能与成本的严
峻挑战。业界正聚焦于通
过软硬件协同、元数据优
化和成本控制等，旨在构
建支撑智能任务的下一
代高性能存储底座平台。

OSDI
SOSP
FAST

EuroSys
SoCC

• 大模型训推中的存储优化：字节与阿里针对训练，利用增量与异步写入技术构建高效
检查点存储降低阻塞 [67, 68]；月之暗面针对推理，通过以 KVCache为中心的分层与重
用机制缓解显存压力 [21]，Microsoft则通过高效复用减少 RAG场景下的推理开销 [69]；

• 软硬协同的数据加速：华为为突破 I/O瓶颈，一方面利用 GPU直通存储技术，消除 CPU
数据拷贝开销 [70]，同时利用 DPU卸载存储索引 [71]，Samsung则通过新型 SSD特性
优化文件系统日志与数据放置效率 [72, 73]。

• 极致性能与成本压缩：百度为对象存储设计高效的层级元数据管理，在路径解析性能
和扩展性之间取得较好权衡 [74]；IBM与字节 [75, 76]聚焦跨域调度与冷热分层以降低
TCO；华为与阿里云进一步优化了纠删码与流量偏斜下的资源效能 [77, 78]。

要虚拟机进行性能隔离的多租户 FaaS环境。此外，还有一些研究提出了诸如 GPU虚拟化和 MIG的技术
方案，但这些方案要么面临高运行开销，要么兼容性较差，且仅能在特定软件栈下工作。

为此，中国电信云计算研究院联合天翼云共同开展了面向 AI智能应用场景的 Serverless GPU函数沙
箱研究，其核心设计聚焦 Serverless函数的细粒度 GPU算力切片及高度弹性的按需分配能力，以支持包
括大中小型模型和 AI Agent在内的海量智能应用的“泛在化”、“动态化”和“碎片化”加速器算力需求。
该课题以 Kata-container作为函数运行时载体，通过 I/O直通的低开销 GPU虚拟化技术，基于快速显存交
换的虚拟 GPU重映射技术以及调度延迟感知的 GPU切片再分配技术，实现多租户函数对 GPU设备的高
效“时空动态”共享，从而显著提高 Serverless平台内部的 GPU资源利用率，大幅降低采购成本。

构建热点感知的高效函数缓存策略，降低 AI应用冷启动开销。Serverless的冷启动问题是影响 AI云
函数性能的一大挑战。Serverless平台多基于无状态编程模型运行函数，尽管这种方式能让开发者无需关
注环境与资源管理，常用于构建事件触发型应用，但在实际请求场景中，以“偶尔到达、需从零启动”为特
征的函数调用往往占据业务主体。无状态特性带来的冷启动问题，不仅导致函数启动时间远高于执行时
间，还成为制约 Serverless计算性能的核心瓶颈。一些主流 FaaS平台例如采用 TTL策略的OpenWhisk [80]、
基于优先级策略的 FaasCache [81]，采用了函数缓存机制以缓解冷启动，然而这些缓存方案的效率仍存在
明显不足：一方面，集群内部各个节点的本地缓存控制器缺乏全局工作负载视图与调度协同能力，导致节
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点间缓存资源使用不均衡出现较大的性能差异，例如一些节点内且超过 50%缓存实例极少被调用，冷启
动率波动达 38%。另一方面，每个节点内部的所有函数共享同一个缓存池，这种设计会天然地在热点函数
之间引发无序竞争，加剧租户函数的延迟波动。这也导致现有的缓存策略并不能从根本上解决 Serverless
平台内部的缓存争用问题，使得其只能带来有限的缓存效率改善。

为解决该问题，中国电信云计算研究院提出了一种基于分区缓存池设计的函数缓存方案。核心创新
在于将节点缓存资源划分为独立分区分配给热点函数，并根据热点函数的运行时性能动态调整分区大小
和缓存资源配置，从而在缓解节点内热点函数间缓存争用的同时保持高的缓存命中率。结合用户性能反
馈感知的分区调整算法，可在有效降低冷启动调用发生的同时解决传统单一缓存池的资源竞争问题。实
验表面，该研究可以显著提升 FaaS平台内部 20% - 40%的缓存资源利用率，降低至少 50%的 AI云函数启
动延迟。

1.3.2 面向大模型时代的智能数据平台技术

在大模型席卷全球的当下，人工智能正推动数据库领域从应用场景到底层架构的全面演进，不仅引
爆了新的需求，更实现了大模型能力对数据库系统的深度赋能。在此背景下，向量数据库及氛围编程场景
下的新型数据库快速崛起，同时 AI基础设施也为数据库的架构创新与性能提升提供了核心动力。

向量数据库为大模型提供外部知识库的管理功能，承接大模型的长期记忆功能。向量数据库是一种
对非结构化数据提供管理与检索的工具，常用于图像检索、推荐系统等任务。但是，随着大模型技术的爆
发，向量数据库迅速成为数据库社区新一轮的研究热点。向量数据作为大模型的外部知识库，可以在发
起大模型查询前通过检索外部知识增强输入上下文的信息量，从而提升大语言模型的输出结果质量。可
以一定程度解决大模型的幻觉问题、知识过时和私域数据推理的问题。向量数据库目前比较有效的方法
是基于领域图索引的方式进行近似查询，业内已经诞生了很多有效的图算法 [82, 83]。但是图索引的内存
空间开销很大，对于十亿量级的向量数据，通常在单机内存很难做到管理。因此需要研究基于外部 SSD
的高效存储方案，业内比较有代表性的设计是由 Microsoft提出的 DiskANN索引 [84, 51]，但是其面临着
页面读放大等磁盘读写效率不高的问题。中国电信云计算研究院针对 DiskANN相关的读写优化技术进行
了全面的梳理，对内存结构优化、磁盘结构优化和搜索加速技术总结了 8类优化技术并对其进行全面评
测，结合对 SSD的访问效率进行分析，从中筛选出 4种高效的优化方法组合，为向量数据库的产业应用
提供实践指引。此外，我们还设计了向量索引针对跨查询间的页面复用方法，提出了一种针对图结构定
制化的缓存技术，其相比于经典的 LRU等缓存替换策略，更为适合于向量图索引检索查询过程的页面访
问模式，可以让整体向量查询的性能相比 DiskANN有数倍的查询效率提升。

大语言模型赋能的 AI Inside 大数据平台，推动数据查询从传统关键词匹配迈向以语义理解为核心
的智能化查询新范式。当前数据智能体（Data Agent）目前仍然处于发展早期，它借助生成式大模型可以
加强数据分析系统的语义理解能力 [85, 86]，大模型可以提供语义算子，增强传统的字面值匹配形式的算
子。结构化查询语言（SQL）是各行业从数据库中获取信息的关键环节，这通常依赖用户具有一定的数据
库知识和技能才能高效地构建查询。随着人工智能和自然语言处理技术的进步，Text-to-SQL技术应用而
生，研究者开始利用深度学习模型对文本数据进行训练，使得系统能够更准确地理解用户语言从而降低
数据库使用门槛。LLMs 如 GPT-4和 GLM-130B，凭借其强大的语言理解和生成能力在 Text-to-SQL 任务
中展现出了巨大的潜力。这些模型通过预训练学习大量语言知识和结构信息，能够在少量样本甚至零样
本（Zero-shot）的情况下生成准确的 SQL查询 [87]。同时，借助 AI的能力可以帮助数据平台进行自调优
和自诊断。一方面，数据库引擎内部提出了很多自调优的适配算法，比如自适应的存储结构、自适应的
优化器执行计划选择、基数估计、代价估计等技术。另一方面，对于数据库外部自动运维提出了索引推
荐 [64]，慢查询根因分析 [88]等自动化运维方法。

AI基础设施的大规模普及，正在改写数据库的底层架构设计。面对 AI基础设施的大规模普及，关系
数据库必须进行根本性的架构变革。这种变革不是简单的功能叠加，而是要从底层重新设计数据库的架
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构。主要体现在以下几个方面：首先，内存架构需要革新。传统的本地内存架构已经无法满足 AI工作负
载对内存容量和访问速度的需求。CXL技术的出现为解决这一问题提供了新的思路，它允许 CPU像访问
本地内存一样访问远程内存，延迟可低至 200 - 500纳秒。通过 CXL高速互联通道，延迟可低至百纳秒级
别，显著降低数据同步带来的延迟和带宽成本，并大幅提升跨节点数据一致性的处理效率。Tigon数据库
系统 [89]基于 CXL的分布式内存池解决方案，可实现和本地一样低延迟、高带宽的远程内存访问，延迟
可低至百纳秒级，带宽吞吐达到数 TB/s，实现内存资源”池化可共享、按需可调度”。阿里云 PolarDB团
队联合服务器团队率先构建了基于 CXL 2.0协议的分布式内存池系统 PolarCXLMem [65]。华为云在 CXL
技术应用方面也有重要进展。华为率先把超节点技术引入通用计算领域，发布全球首个通用计算超节点
TaiShan 950 SuperPoD，结合 GaussDB分布式数据库，能够彻底取代各种应用场景的大型机和小型机以及
Exadata数据库一体机。其次，GPU加速技术正在深刻改变数据库的计算层架构 [90]。NVIDIA与各大数据
库厂商的合作正在推动这一变革。Microsoft SQL Server 2025在 GPU加速方面取得了重要突破。Microsoft
与 NVIDIA合作，将 NVIDIA Nemotron开放模型和 NIM与新的Microsoft SQL Server 2025相集成，以加速
其中的 AI应用。

氛围编程催生数据库场景新需求。AI技术迅猛发展推动软件开发范式变革，OpenAI联合创始人 An-
drej Karpathy于 2025年初提出的“氛围编程（Vibe Coding）”理念，正引发全球开发者社区变革。这种新
型编程模式下，开发者无需逐行编码，仅用自然语言描述功能目标，专用大模型便能生成对应代码，使
工程师从“代码构建者”升级为“架构设计者”。这一范式革新不仅重塑了传统开发流程，更对数据库提
出全新技术挑战，传统数据库的设计理念与架构已难以适配。氛围编程强调快速迭代、高频试错的特性，
要求数据库具备高度自动化能力，可依据 AI生成代码实现自动配置、优化与运维，彻底摆脱传统人工干
预模式的效率瓶颈。在关键应用场景中，传统关系型数据库的短板尤为突出：部署初始化需数分钟至数
小时的“慢速拉起”，与秒级响应需求相悖；无法支持弹性扩缩容以匹配开发各阶段资源波动；面对高频
代码修改，缺乏高效的版本管理、快速增删列与快照功能，难以实现快速回滚及历史版本查询，这些都
成为制约开发效率的核心痛点 [66]。在氛围编程主导的新开发范式下，数据库不再只是“被动存储组件”，
而必须演进为能与大模型协同工作的“智能数据基础设施”。能否提供开箱即用、秒级拉起、自动调优并
支持全链路可追溯的数据能力，将成为衡量下一代数据库竞争力的关键指标。

1.3.3 支撑智能任务的高性能存储平台技术

大模型应用的爆发式增长为存储系统带来了特有需求，尤其在训练阶段的检查点存储和推理阶段的
KVCache管理方面，传统的存储平台正面临语义、可靠性与性能的严峻挑战。以大语言模型为代表的新
型智能负载已成为当前存储系统需支撑的核心任务。然而，大模型通常拥有千亿甚至万亿级别的参数量，
其训练和推理过程对计算、内存及存储资源的需求呈指数级增长。特别是在存储层面，如何高效管理推理
过程中的 KVCache和保障训练过程中的检查点（Checkpoint）存储，已成为制约大模型性能、资源利用率
和系统可靠性的关键瓶颈。传统存储系统在面对大模型特有的高吞吐、低延迟、海量小文件以及极端并发
访问模式时，往往难以满足其严苛要求，亟需针对性的存储优化方案。在大型语言模型的自回归推理过
程中，KVCache机制被广泛采用以避免重复计算，但其对 GPU显存的巨大消耗和数据传输延迟构成了显
著的性能瓶颈。业界正通过智能的 KVCache管理、分层存储及数据压缩等技术积极应对。例如，月之暗
面的Mooncake架构 [21]采用了以 KVCache为中心的多层存储池设计，旨在通过存储优化缓解显存压力；
Microsoft的 CacheBlend [69]则设计了高效的 KVCache重用机制，以减少其海量开销，共同目标是显著提
升推理吞吐量和并发服务能力。与此同时，在大模型训练过程中，检查点是保障训练可靠性的关键，但其
巨大的文件大小和频繁写入操作给存储系统带来了巨大的 I/O压力。字节跳动的 ByteCheckpoint [67]和阿
里云的 FlowCheck [68]等方案，通过增量检查点、异步写入、数据压缩与去重以及分层存储等技术，旨在
构建一个能保障大模型训练可靠性和最大限度减少存储开销和性能影响的高效检查点存储平台。

为应对大模型带来的存储挑战，存储平台正积极探索软硬件协同优化路径，通过 GPU存储直通、新
型硬件卸载存储协议栈以及大规模部署高性能 NVMe（Non-Volatile Memory Express）SSD等技术，显
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著提升存储系统的吞吐、延迟和效率，以更好地支撑上层 AI任务。面对大模型对存储系统提出的极致性
能要求，单一的软件优化或硬件升级已难以满足。当前业界普遍共识是通过软硬件协同设计，从数据路径
的各个环节进行深度优化，这包括直接利用 GDS（GPU Direct Storage）等 GPU数据直通技术、引入 DPU
等新型硬件卸载传统 CPU的存储管理负担，以及大规模部署高性能全闪存储。GPU存储直通技术旨在消
除数据在 CPU与 GPU之间传输的瓶颈，使 GPU能够直接访问存储设备；例如，GoFS [91]绕过 CPU构
建了一个由 GPU主导的文件系统，将文件系统的元数据管理和 I/O操作等关键逻辑都放到 GPU上运行，
支持 GPU应用以文件接口对 NVMe存储进行直接的高并发访问，而华为的 GeminiFS [70]则提供了一种
GPU原生文件系统，允许智能应用绕过 CPU以 POSIX文件语义接口直接访问 SSD，显著提升了 GPU的
存储访问效率和整体计算性能。同时，DPU等新型计算设备在存储系统中的应用体现了计算卸载的理念，
通过将网络、存储和安全等基础设施功能从 CPU中卸载出来独立处理，从而释放 CPU资源用于上层应用
计算；华为的 HiDPU [71]便提出了一种面向 DPU的混合索引方案，用于解耦存储系统，利用 DPU的并
行处理能力加速索引查找和数据管理操作，显著提升了分离式存储系统的性能和效率，降低了端到端的
数据访问延迟并提高了存储服务的可扩展性。此外，大规模部署高性能 NVMe SSD是提升存储介质性能
的直接手段，NVMe SSD凭借其低延迟、高带宽和高 IOPS的特性已成为高性能存储的首选；Samsung [73]
则探索在新型 CMM-H SSD 上实现目录粒度文件系统日志 [72]，这些都旨在提升文件系统在高性能 SSD
上的元数据操作效率和整体存储性能，为 AI任务提供了更稳定、更高效的底层存储支持。

面对 AI场景带来的 EB级数据规模与极低延迟的双重压力，下一代存储系统正加速架构演进：通过
分层元数据管理突破扩展性瓶颈，利用新型编码技术在保障极致性能的同时降低资源消耗，并持续优化
存储层面的稳定性。随着云原生与 AI业务的发展，存储系统的对象数量和元数据规模呈指数级上升，业
界正积极探索数据与元数据管理的新范式，以支持千亿级甚至万亿级的文件规模。一方面，为极致优化
成本，阿里云弹性块存储深入分析了云上的流量偏斜，揭示了生产环境中的负载不均衡特征 [78]，IBM则
针对跨云和跨地域的数据管理设计了一种智能的数据放置方案 [75]，在满足性能 SLO的同时最小化存储
支出。此外，华为针对内存存储系统提出了无条带数据放置方案 [77]，旨在降低冗余开销的同时实现高吞
吐量。另一方面，性能与可扩展性也是下一代存储系统的核心诉求：百度的 Mantle [74]提出了一种高效
的层级元数据管理方案，在目录解析性能与扩展性之间做出了较好的权衡，解决云对象存储服务在大规
模场景下的元数据访问延迟与扩展性问题；清华团队则从语义入手，提出了一种将目录语义与元数据索
引解耦的创新架构，显著加速了分布式文件系统的元数据服务性能 [92]。为解决分布式存储在动态复杂
负载下，扩展性与性能难以保证的严峻挑战，中国电信云计算研究院针对元数据分布式管理的瓶颈，引
入智能算法解决元数据子树的负载均衡难题，提出了机器学习驱动的元数据负载均衡框架 Origami [93]。
该工作以最小化用户作业完成时间为核心目标，在负载均衡的同时考虑了元数据的局部性特征与层次结
构，成功在负载均衡收益与访问开销之间实现较好的权衡。实验结果表明，Origami框架有效解决了分布
式文件系统中因层次化命名空间和动态负载导致的访问热点问题，极大提升了元数据集群的聚合吞吐量，
相比传统方案大幅降低了用户端到端操作的完成时延。这些工作共同推动了分布式存储在“高可靠、高
性能、低成本”不可能三角上的平衡与突破。

1.4 热点方向三：智能化云运维、可信安全与能效优化

面向下一代云计算形态，智能化云运维、可信安全与能效优化将共同构成云基础设施与云服务体系
的核心支撑框架。一方面，智能化云运维依托遥测数据、日志数据、调用链数据等多维数据源的实时采集
与融合，通过异常检测、根因分析、容量预测等智能算法，实现对跨层级、跨区域复杂异常的敏锐感知与
自适应响应，为自治化故障修复、自动化扩缩容与韧性增强提供可信决策基础。通过将 AIOps、可观测性
平台与知识图谱等技术深度结合，云运维体系能够在统一的时空尺度上关联基础设施层、平台层与应用
层指标，支持从“事后告警、人工排障”向“事前预警、在线演练、闭环优化”转变，逐步演进为具备持
续学习能力的智能运维中枢。另一方面，可信安全通过多层次安全防护体系、异常行为识别、零信任架构
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及隐私保护计算等机制，保障在高度动态、多租户、多云/混合云环境下云平台本身及其承载业务的安全
性、完整性与隐私性。同时，能效优化依托智能调度、弹性资源管理、异构算力协同与绿色算力策略，在
满足服务等级协议（SLA）与安全约束的前提下，实现超大规模集群的高效利用与能源可持续性。

基础设施

IaaS

PaaS

MaaS ...

...

数据湖 遥测数据

自动
化运
维与
可靠
性工
程

基础
设施
安全

智能
功耗
管理
与优
化

资源治理

...
...

图 1.10: 运维、安全、能效一体化云生态架构

在这一框架中，智能化云运维、可信安全与能
效优化并非相互独立的模块，而是通过统一的观测
体系、策略引擎与资源治理机制形成闭环协同：运
维智能为安全策略与能耗优化提供精细化可观测
数据与预测能力，安全机制为运维自动化与资源
调度提供可信执行环境和策略约束，能效优化则在
性能与安全要求之间进行动态权衡，推动云平台向
“高可靠、高安全、高能效”的方向演进。进一步地，
这一闭环协同并非停留在策略层面的静态集成，而
是通过跨层联动与反馈自适应不断演化：一方面，底层监控与遥测数据经由智能分析与因果推断模型提
炼为可操作的运维与安全知识，驱动策略引擎在多租户、多区域和多云环境下进行动态决策；另一方面，
策略执行的效果又通过统一观测面被持续评估和量化，为后续的策略迭代与能效调优提供依据，从而实
现从“被动响应”向“主动预防”和“持续优化”的演进。图 1.10展示了三者之间的总体关系与协同作用
机理。为更好地理解相关技术路径与研究进展，表 1.3重点遴选了部分具有代表性的关键研究成果。

1.4.1 面向大规模集群的自动化运维与可靠性工程

随着云计算基础设施快速扩张和服务规模的持续增长，系统复杂性呈指数级攀升，使得大型云平台
正面临前所未有的运维与可靠性挑战。近年来，多起重大云事故（包括 2024年 10月 Amazon us-east-1控
制面故障导致美国大半互联网服务中断，2023年阿里云杭州可用区故障引发全国范围业务停摆，以及滴
滴基础设施故障造成数百万司机无法接单）清晰揭示出当前高度集中化云基础架构中的脆弱性：系统耦
合度过高、异常传播路径不透明、指标数量庞大且动态变化快、人工与静态规则的运维能力难以应对复
杂、跨模态的故障场景。传统自动化运维系统以阈值规则、静态模型和人工巡检为主，其响应速度、鲁
棒性与泛化能力已难以满足 99.99%以上的可用性要求，也难以在分钟级甚至秒级窗口中完成风险识别与
故障遏制。更为严峻的是，云平台正从单一数据中心走向多集群、多地域、多云/混合云的异构形态，业
务形态也从相对稳定的长周期服务演进为高度动态的弹性计算与事件驱动工作负载。在这一过程中，底
层基础设施、服务编排、中间件乃至 SaaS层服务之间形成了跨层级、跨域的复杂依赖关系，使得故障往
往以“级联失效”、“雪崩放大”、“隐性退化”等形式呈现：单点异常极易沿控制面与数据面扩散，局部
资源失衡或策略配置偏差可能演化为大规模服务不可用。与此同时，观测数据的维度和噪声水平持续攀
升，新指标、新拓扑、新配置版本的迭代速度远超人工团队的认知与建模能力，使得“事后分析式”的被
动运维模式日益难以为继。

学术界的相关研究同样指出，大规模云系统的可观测性数据（Metrics、Logs、Traces、Events）呈现
高维度、多模态、强关联的特点，且其内部拓扑结构高度动态。已有大量工作试图从不同维度解决这些
问题，包括多变量深度异常检测 [113]、跨模态关联分析 [114]、微服务依赖图的根因诊断 [115]、强化学
习驱动的自治调度 [116]、以及 LLM助力的日志结构化与事件语义理解 [117]。这些研究共同形成了智能
化运维（Intelligent CloudOps）发展的基础，但在真实云环境中仍面临关键瓶颈：在线性、稀疏标注、高
噪声、流式更新、复杂依赖导致的异常放大（Cascade Amplification）仍未被充分解决。

随着云网基础设施规模不断扩大、业务形态持续演进，系统运行状态呈现出高维度、强关联和快速
动态变化等特征，传统的告警方式已难以支撑对复杂故障的早期识别。在大规模云环境中，运维面临的
核心挑战是如何在几乎没有故障标注的条件下，可靠地识别早期、微小且易被噪声掩盖的异常信号（尤
其是 KPI 级别的 Incipient Anomalies）。这些异常通常表现为跨指标、跨服务的微弱偏移，伴随概念漂
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表 1.3: 智能化云运维、可信安全与能效优化研究领域热点

研究点 研究方向概述 会议及期刊 研究主要关注点与代表性工作

面向大

规模集

群的自

动化运

维与可

靠性

在超大规模云基础设施
中，实现自动化、智能化
的运维决策与故障处置，
以提升系统的稳定性、可
观测性和整体可靠性，其
关键在于构建面向高维
指标的智能异常检测、无
监督根因分析及自愈闭
环机制。

KDD
FSE
ICSE
DAC
SRDS

• 智能异常检测：中国电信云计算研究院团队所提出的 HEIMDALLR系统 [94]，可动态建
模潜空间并识别多指标异常，对复杂业务场景有较强的适应能力。相关研究聚焦于在
高维、多关联、非平稳的云环境 KPI时序中实现早期异常的无监督检测与因果归因。

• 自动化根因分析：清华大学等团队将服务调用关系建模为大规模有向图或因果图，并
结合图表示学习等技术，以支持在缺乏人工规则与标注下进行故障诊断 [95, 96]。与此
类似，相关前沿研究关注基于微服务依赖、调用链和因果图的无监督根因定位，实现对
故障源的快速推断与收敛。

• 故障缓解与自愈：Meta AutoScale、Microsoft Azure自愈管控系统及阿里云自动化故障
演练 [97, 98, 99]已展示分钟级响应与低人工干预的实践效果。此类现代云平台强调构
建检测—分析—自动修复闭环，实现云集群自主高可用性。

云计算

环境下

的基础

设施

安全

云计算安全已从传统边
界防护发展为多层次、责
任共担的综合体系，涵
盖供应链安全、容器与
Serverless 等运行时隔离
与合规，以及内存安全和
零信任架构，以实现复杂
共享环境下的全面安全
与隐私保障。

OSDI
NDSS
S&P

Security
WWW

• 供应链安全：普渡大学团队通过联合解析工作流配置与源码的静态污点分析技术，自
动定位命令注入等关键缺陷，解决云中权限滥用问题 [100]。

• 容器安全：中科院信工所团队提出的新模型不再默认信任宿主机，而是利用 ARM CCA
硬件构建可信执行环境保障机密性与完整性 [101]。

• Serverless计算安全：北卡罗来纳州立大学团队提出利用图可达性分析技术构建应用权
限调用关系，识别潜在的策略配置错误或过度授权 [102]。

• 内存安全: 佐治亚理工学院团队通过内存分配隔离阻断跨域攻击 [103]。苏黎世联邦理
工学院团队发现读干扰阈值会动态波动，这使得静态防御机制难以长期有效 [104]。

• 零信任架构：Microsoft团队通过细化服务间认证与最小权限通信，实现流量的零信任访
问控制 [105]。阿里巴巴团队通过硬件可信执行环境，确保敏感任务的安全执行 [106]。

云数据

中心智

能功耗

管理与

优化

云数据中心智能功耗管
理与优化主要集中在提
升能源利用效率、优化资
源分配与负载调度策略，
以及增强系统的绿色可
持续性与整体运行可靠
性等方面，旨在在既有基
础设施条件下最大化算
力与能效收益并降低整
体运维成本。

ASPLOS
ISCA
OSDI

EuroSys
TACO

• 数据中心电力管理: Microsoft通过智能分配和管理服务器超频资源，使云数据中心应用
成本下降 30%、总能耗减少 10% [107]；Meta通过智能筛选适合提升频率的服务和硬件、
细致管理电力风险，实现了相当于新建半个数据中心额外算力扩容 [108]。

• 数据中心冷却管理与热感知调度: 清华团队通过贝叶斯优化，实现了数据中心冷却系统
在动态负载下的能耗最优与热安全保障，平均节省 10.1%的冷却能耗 [109]。Microsoft
团队通过热感知调度，实现了 GPU集群在能效、散热和部署密度上的协同提升 [110]。

• 面向大模型的智能功耗管理与优化： Microsoft团队针对云数据中心大语言模型推理的
能耗管理挑战，提出了基于功率冗余分析的超分配优化方法 [111]。华为团队在 AI加速
器能效优化领域，基于 Ascend NPU的 DVFS机制，提出了算子级的性能与功耗建模及
优化策略，实现了高精度、低损耗的能耗管理，推动了 AI算力的可持续发展 [112]。

移与拓扑演化，要求模型不仅具备对高维、多模态时序关系的精细刻画能力，还要能在线适应、低延迟
响应与低误报率。针对这些核心痛点，中国电信云计算研究院的研究团队提出一种新型无监督检测框架
HEIMDALLR [94]，面向云环境中高维、多关联、非平稳 KPI时序的特点，构建了动态潜空间模型，旨在
挖掘隐藏在 KPI背后的早期微弱异常信号。该方法结合异常归因机制，对潜在因果关系进行刻画与拆解。
相比传统方法，HEIMDALL在动态结构建模、噪声抑制和早期异常识别方面具有更高的灵敏性与鲁棒性。
不仅在准确率与误报控制方面表现优越，同时具备低计算开销和高可解释性，更适用于大规模云系统的
实时部署需求。

异常检测仅能“发现问题”，然而真正减少故障持续时间MTTR（Mean Time To Repair）的关键在于
快速准确的根因定位。大规模云系统包含复杂的微服务拓扑、依赖链路、网络层与资源层组件，任何一个
局部异常都可能沿链路扩散，形成“假异常”和“症状级异常”。因此，自动化根因分析 RCA（Root Cause
Analysis）成为可靠性工程的核心能力 [118]。已有研究从多种角度实现 RCA，包括基于服务依赖图的拓扑
分析：如Microscope通过构建服务依赖图并分析指标协方差或异常传播模式，定位异常组件或服务 [119]。
基于调用链和 tracing数据的路径/分布分析：TraceRCA通过异常 Trace检测、可疑微服务挖掘和服务排
序，实现高效、准确的无监督根因分析 [95]。基于因果图与图学习的微服务诊断：如 MicroHECL结合图
神经网络和因果建模的微服务诊断方法，通过对依赖图进行嵌入和消息传递，捕获复杂非线性关系进行
故障定位 [96]。日志与指标联合分析：通过解析日志事件并与 KPI异常模式对齐，提高定位精度 [120]。这
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些方法的共同目标是从“一个指标异常”推断出“哪个组件、服务、配置或操作导致的根因”。未来，RCA
有望与自动化检测和自愈体系结合，通过异常空间共享、跨模态因果指向和知识图谱融合，形成统一可
扩展的诊断框架。

智能化运维的最终目标是将异常检测转化为可自动执行的故障缓解与自愈行为，实现系统自治与高
可用性。在大规模云集群中，异常信号若无法快速响应，将可能导致服务级连锁故障，扩大业务影响范
围。故障缓解与自愈体系旨在建立从异常检测→根因分析→自动修复的闭环机制 [121]。自愈策略主要
包括自动隔离与流量调度，即当某个节点或服务表现异常时，系统可自动隔离受影响实例，或通过流量
切换与负载均衡将请求路由至健康实例，从而避免故障蔓延 [122]。策略驱动的自动修复：根据根因分析
结果，系统可执行自动化操作，如回滚异常配置、重启服务、重建容器或虚拟机实例，甚至进行资源弹性
伸缩以缓解压力。闭环验证与持续优化：自愈动作完成后，系统持续监控相关 KPI与依赖链，验证修复
效果，并将操作结果反馈到策略引擎，实现自适应优化与经验积累 [97]。现代云平台（如Meta AutoScale、
Microsoft Azure自愈管控系统、阿里云自动化故障演练平台）均采用类似闭环设计，实现分钟级响应、低
人工干预和业务连续性保障 [98, 99, 123]。随着复杂事件处理、因果推断与强化学习等技术的引入，自愈
策略将从预定义规则逐步演进为可持续学习和自动演化的策略集合，能够在面对新型故障模式和未知环
境扰动时，保持对恢复路径和缓解动作的动态优化。未来，异常检测与自治策略深度结合，实现对复杂
异常的主动防护和自愈能力，使云集群在无人值守条件下保持高可靠性和可用性。

1.4.2 云计算环境下的基础设施安全

随着云计算成为数字化转型的基石，其基础设施的安全已成为保障所有上层应用与数据的根本。现
代云环境的安全范畴早已超越了传统的边界防护，演变为一个多层次、动态且责任共担的综合性挑战。其
研究核心正从宏观的边界防御，深入到工作负载内部与软件生命周期的每一个环节，构建贯穿云原生应
用生命周期的纵深防御体系。这要求从供应链的源头保障组件安全，在运行时层面确保容器与 Serverless
等动态工作负载的隔离与配置合规，并依托内存安全与可信执行环境等底层技术为敏感数据和计算提供
硬件级强力保护，最终共同实现在复杂共享环境中的全面隐私保护与安全保障。

面向云基础设施的软件供应链安全主要关注源码托管、依赖获取、制品签名与分发等关键组件，以
确保从“代码提交”到“云中运行”的整个链路可验证、可审计且不被篡改。其核心机制是在供应链各环
节建立最小信任边界，并通过签名、透明日志和策略验证记录构件来源、构建过程与交付状态，为云侧
的部署与准入控制提供可信证据。近年的研究聚焦于云场景中两个最关键的节点：云托管链路安全、签
名与透明日志作为供应链信任根。在云托管链路安全方面，通过联合解析工作流配置与源码的静态污点
分析技术，跟踪不可信输入在跨文件、跨步骤执行路径中的传播关系，从而使命令注入等关键缺陷能够
在无需实际运行流水线的前提下被自动定位 [124, 100]。在签名与透明日志构成的供应链信任根方面，为
解决传统长期私钥模式无法满足云环境中大规模自动化构建与分发的可信性要求的问题，以 Sigstore为
代表的云原生签名体系通过引入身份绑定、短生命周期证书与公开透明日志，使容器镜像等云基础组件
在生产、分发与部署的全流程中具备自动化来源验证与不可抵赖审计能力 [125]。

容器安全研究的核心在于应对其共享内核模型带来的固有风险。容器被广泛部署用于在共享计算基
础设施上打包、隔离和复用应用程序，但其安全保障依赖于操作系统。在真实云和边缘计算场景中，容器
可能部署在管理员权限不可控的主机上，宿主操作系统一旦被攻破或被恶意操控，传统的容器隔离机制
就会失效。为此，有研究提出了一种突破传统假设的容器安全模型：即容器运行时不再默认依赖宿主机
和操作系统的可信性，而是将容器自身构建为安全主体，使容器即便运行在不可信系统上，也能维持完
整性与机密性。在容器内部运行一个轻量级、高可信的执行组件，负责关键安全决策与监控，对容器中系
统状态、执行行为、调用路径等进行持续验证，避免完全依赖宿主操作系统的反馈 [126]。为解决容器与
宿主机共享内核带来的根本性风险，有研究提出一种利用 ARM机密计算架构 CCA（Confidential Compute
Architecture）硬件安全原语构建的新型可信容器体系结构。容器在启动阶段通过硬件度量与加密机制验
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证自身完整性，确保执行镜像、依赖文件与关键配置未被修改，从而形成从部署、启动、运行的可信链
条。同时，轻量级软件框架使容器基本无须大规模重构即可迁移到硬件可信区中。与传统 TEE迁移方式
相比，兼容性更强、开发成本更低 [101]。

Serverless 计算的动态组合、松耦合架构以及高度分布式的函数运行环境在云中引入了新的安全挑
战。例如函数间隔离边界模糊、临时容器数据残留、依赖链攻击面扩大，以及跨租户资源调度中的潜在风
险，这些都对云服务商与用户共同负责的安全模型提出了更精细的要求。相关研究主要围绕权限滥用、策
略配置风险、内存泄漏防护以及函数调用链展开。有学者关注 Serverless应用运行阶段的实时安全防御，
通过引入细粒度、可动态执行的安全策略，在函数执行过程中监控访问行为，实现对异常调用与违规资
源访问的阻断 [127]。从策略工程角度出发，研究者将应用的所有函数、资源及其对应的权限策略建模为
一个图模型，并利用图可达性分析技术构建 Serverless应用权限调用关系，识别潜在的策略配置错误或过
度授权，从架构层强化函数间的安全边界 [102]。针对 Serverless平台中普遍存在的内存泄漏攻击,研究者
提出一种选择性数据保护机制，能够有效防御内存泄漏攻击，同时保持较低的系统负载，为 Serverless场
景下高效、轻量的内存安全保护提供了新的解决方案 [128]。除此之外，有研究指出基于机密虚拟机 CVM
（Confidential Virtual Machines）的保密容器与 Serverless的瞬时启动和高并发需求严重不匹配，并导致巨
大启动开销、资源低效与过大的可信计算基础 TCB（Trusted Computing Base）。为此作者提出将容器管理
与函数执行分离的架构，在保持强机密性的同时显著降低保密 Serverless的启动与运行开销，实现高效、
低 TCB的函数执行环境 [129]。

在云计算环境中，内存安全的范畴已从单一系统的软件漏洞防护，扩展至对底层共享硬件资源可靠
性与隔离性的全局性保障。在这一背景下，作为物理承载的 DRAM安全变得尤为关键。Rowhammer[130]
和读干扰等电干扰型问题已成为影响内存可靠性和系统安全的重要威胁。这种基于硬件缺陷的攻击，能
够绕过传统的软件安全边界，直接威胁到云基础设施的核心信任根基，导致跨租户数据泄露、服务崩溃
甚至系统控制权被夺取，从而对云服务所承诺的机密性、完整性与可用性构成了根本性挑战。针对这一
类跨单元、跨行的非侵入式攻击或失效现象，已有研究主要从真实硬件测量与物理层实验入手，分析其
形成机理、影响因素和可利用性，为后续系统级防护提供基础依据。有研究发现传统 Rowhammer攻击可
以跨越安全域实现内存破坏，因此着眼于“如何从系统层阻断跨域 Rowhammer”的研究问题，通过重新
设计内存分配策略，对不同安全域的物理行进行隔离，从根本上破坏攻击所需的受害行与攻击行的空间
邻接关系，实现无需硬件修改的系统级缓解 [103]。最新的实验研究揭示了一个关键且棘手的现象：读干
扰错误的阈值并非固定不变，而是会随时间发生动态且不可预测的波动。通过对多代真实 DRAM芯片进
行大规模实验，发现读干扰强度会随老化、电压温度条件等在时间维度显著波动，揭示现有静态阈值防
御无法长期可靠 [104]。

零信任架构旨在不默认信任任何主体的前提下，通过基于身份、上下文与风险的持续验证机制，实
现对访问请求的最小权限控制与动态授权。随着云原生架构日益复杂、服务间交互碎片化、多租户共享
与自动化运维普及，云内部的隐式信任链不断被放大，控制平面滥用与横向移动攻击风险显著提升。在
这一背景下，零信任架构因能够提供持续验证、细粒度隔离与可信执行等能力，成为提升云基础设施安
全性的关键方向。近年的研究主要集中在三个领域：云网络与服务层的零信任隔离、云运维与控制面的
最小权限治理，以及云数据与执行环境的零信任保护。在云网络与服务层隔离方面，通过分析海量通信
遥测数据自动推断节点角色，在不依赖人工配置的情况下自动导出高覆盖率的微分段策略，以实现大规
模云环境中的零信任网络隔离 [105]。同时，通过构建跨多跳服务调用链的策略模型，并使其能够在多种
不同数据平面中灵活执行，使得零信任服务间访问控制既具备复杂语义表达能力，又保持较低性能开销
[131]。在云运维与控制面的最小权限治理方面，通常围绕风险建模、操作依赖关系刻画与动态执行约束展
开，从根本上减少对管理员或外包运维的信任。通过构建配置变更的依赖图与风险评估模型，在运维执行
前对操作进行风险判断，并在执行过程中进行持续监控和范围限制，使运维过程仅限于经过验证的低风
险操作 [132]。在云数据与执行环境的零信任保护方面，通过将信任收缩到硬件可信执行环境，避免将云
平台或主机管理员纳入信任边界，确保敏感任务在不信任云的前提下仍能被安全调度与执行 [133, 106]。
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通过在虚拟机监控层构建可验证的最小可信组件，负责安全执行环节的调度、监控和资源管理，以降低
对云端软件栈的假设信任 [134]。

1.4.3 云数据中心智能功耗管理与优化

随着数字经济的高速发展，云数据中心逐渐成为全球信息基础设施的核心支撑。为了减少能源消耗
和温室气体排放，各国都制定了碳排放达峰和碳中和的相关政策。数据中心作为互联网的“中枢”，支撑
着各种信息服务，但其运行需要大量电力，能源消耗巨大。例如，美国数据中心的电力消耗约占全国总
用电量的 1.8% [135]，而在运营成本中，能源支出占比高达 25% - 40% [136, 137]。因此，降低数据中心能耗
不仅能节约成本，也是实现全球环保目标的关键。

云数据中心亟需智能化、自动化的能耗优化体系，以兼顾节能减排与业务性能保障，推动绿色可持
续发展。当前，云数据中心的业务负载类型极为复杂，既包括延迟敏感型的在线交易、搜索、社交应用，
也涵盖了对性能要求相对宽松的数据分析、批量处理等后台服务。多租户环境下，业务动态变化频繁，传
统的静态资源分配和人工配置手段已难以满足实际需求。能耗优化与性能保障之间存在天然的矛盾，简
单的节能措施往往会导致服务质量下降，影响用户体验和业务稳定性。因此，行业迫切需要一种能够智
能感知业务类型、自动进行资源调度、动态优化能耗的新型管理体系。传统的数据中心能耗管理方案主
要依赖于静态资源分配、人工标签驱动或基于单一指标的简单调度。这些方法在实际应用中暴露出诸多
局限性。首先，静态分配无法应对负载的动态变化，导致大量核心、内存等资源闲置，整体利用率偏低。
其次，依赖人工标签或离线分析的负载分类方式，在公有云多租户、黑盒应用场景下难以落地，扩展性
和自动化程度不足。再次，单一调度维度（如只关注 CPU利用率）无法全面反映业务的性能需求，容易
造成资源错配和 QoS违约。更为重要的是，随着业务复杂度提升和用户需求多样化，数据中心亟需实现
调度的智能化和自动化，以适应未来的发展趋势。针对数据中心的不同关键环节，研究者们提出了一系
列创新方法，包括冷却系统的自适应优化、热感知的任务调度，以及电力管理的智能分配 [138]。这些技
术显著提升了数据中心的能效和可靠性。

如何在性能、能效与可靠性之间实现高效权衡，已成为数据中心可持续运行面临的核心挑战。数据中
心算力需求的持续攀升和能耗压力的加剧，高效的电力管理成为数据中心可持续运行的核心挑战。传统
的电力分配和调度策略往往难以兼顾性能、能效和可靠性。为此，业界提出了多样化的创新方案。Meta团
队通过大规模部署 DVFS Boosting，针对不同服务和硬件类型智能提升 CPU频率，在保障服务可靠性与电
力安全的前提下，实现了数据中心算力的弹性扩容，有效提升了资源利用率和部署密度 [108]。除此以外，
通过系统性分析并优化了数据中心的运营碳和设备碳，并结合地理位置、可再生能源、能量存储和负载调
度等多维度协同，Meta近期还探索实现了按小时碳中和和 24/7绿色运营 [139]。上述方法不仅提升了数据
中心的电力利用效率和弹性，还为碳减排和绿色算力基础设施的建设提供了系统性解决方案。不仅如此，
Microsoft团队通过工作负载感知和风险预测，动态分配和管理服务器的功耗预算，开发了 SmartOClock
平台，实现了分布式的过载控制和能耗优化，显著降低了尾延迟、能耗和运维成本。与此同时，碳感知和
绿色电力管理也成为数据中心电力调度的重要方向 [107]。

在数据中心热负载持续攀升的趋势下，通过冷却管理与热感知调度实现能耗优化与热安全之间的动
态平衡，将成为未来演进的重要方向。随着算力密集型应用和大规模模型在云端的普及，数据中心的热
负载持续攀升，对冷却系统的智能管理提出了更高要求。传统冷却策略通常依赖固定设定点，难以应对
动态变化的服务器功耗和空间温度分布，导致能耗浪费和热安全隐患。为此，业界逐步采用基于数据驱
动的冷却优化方法，通过无线传感器网络实现对数据中心温度的高精度实时监测，并利用深度强化学习
DRL、模型预测控制MPC等智能算法，动态调整冷却设定点以匹配实际负载。近期研究表明，模型驱动
的 DRL方法能够显著提升冷却效率，并在保障热安全的前提下实现能耗最优。举例来说，清华团队结合
多源温度数据和服务器功耗信息，通过分层控制和可视化决策，实现了冷却资源的动态分配与系统配置
的实时重构。该方法不仅提升了冷却系统的能效和可靠性，还优化了资源利用率和运维成本，实现了数
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据中心冷却系统在动态负载下的能耗最优与热安全保障，平均节省 10.1%的冷却能耗 [109]。Microsoft团
队则通过热感知调度，在 GPU集群的能效、散热和部署密度方面实现了协同提升，并增强了系统应对冷
却或电力故障等突发情况的弹性与稳定性 [110]。

智能功耗管理与优化不仅是缓解 LLM带来能耗激增的关键抓手，也面临在性能、成本与碳排放之间
精细权衡的挑战。随着大语言模型在云端的广泛应用，数据中心 GPU算力需求急剧增长，带来了巨大的
能耗压力。由于数据中心通常受到固定电力预算的限制，如何高效管理和优化功耗，成为支撑大规模 LLM
部署的关键挑战。Microsoft团队系统性分析了云端大语言模型训练与推理的功耗特征，指出推理集群具
备显著的功率冗余空间。基于这一结论，他们提出了能够提升服务器部署密度的智能功耗管理方法，通
过使用开源模型复制生产中观察到的功耗模式，展示出在现有集群中可以在最小性能损失的情况下增加
30%的服务器部署密度 [111]。然而，随着推理场景的持续扩展和用户负载的动态变化，单纯依赖静态功
耗管理难以充分释放集群的能效潜力。针对推理环境的高度异构性和请求波动性，Microsoft进一步实现
了对 LLM推理集群的动态能效优化，其能够根据不同请求类型、模型规模和服务 SLO，自动调整实例数
量、模型并行度以及 GPU频率等关键参数，动态划分资源池并实时重构系统配置。通过分层控制与预测
调度，不仅显著降低了整体能耗和碳排放，还提升了资源利用率和客户经济效益。实验证明，该方法可
在保证服务延迟 SLO的前提下，可平均节省 52%的能耗、38%的碳排放，并将客户成本降低 61%。这一方
法为大规模 LLM云服务的绿色部署和可持续发展提供了系统性解决方案 [140]。

面向未来的大规模云平台，智能功耗管理将进一步与弹性伸缩、负载均衡、任务编排和容错机制深
度耦合：通过对应用性能敏感度和延迟容忍度的自动识别，实现跨节点、跨机架乃至跨地域的数据与计
算迁移，在保证关键业务性能与可靠性的前提下，主动进行功率封顶、频率调节和资源整形；同时，通
过引入强化学习、在线优化与因果推断等智能决策方法，调度系统能够在业务流量波动、硬件老化和能
源价格变化等不确定性条件下，实现对能效与性能的持续自适应平衡。由此，数据中心不再仅是“被动
用电的算力工厂”，而将演进为具备自主感知、自主优化能力的“能效感知算力基础设施”，为构建绿色、
低碳、经济可持续的新型云计算体系提供关键支撑。

1.5 展望与建议

技术萌芽期 期望膨胀期 沉淀低谷期 逐渐成熟期 生产应用期 时间

期
望
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图 1.11: 云计算研究图谱技术成熟度曲线 2025

技术发展的规律性研究一直是学术界关注的重点。其中，Gartner公司提出的技术成熟度曲线（Hype
Cycle）作为分析新兴技术发展轨迹的重要工具，在全球范围内获得广泛认可。该曲线通过 “技术萌芽期→
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期望膨胀期→沉淀低谷期→逐渐成熟期→生产应用期”五个阶段，形象地刻画了新技术从出现到最终
成熟的完整过程。在这些阶段中，技术的期望值是定性和相对的。在技术萌芽期和期望膨胀期，期望值是
相对较高的，通常表现为过度的乐观预期，而在沉淀低谷期，期望值则显著下降，显示出对技术的失望。
这些期望值是通过市场反应、媒体报道和投资者关注等因素进行感知和推测，因而呈现出定性的变化趋
势。基于 Gartner成熟度曲线的分析方法，本节也构建了云计算技术领域的成熟度曲线（如图 1.11所示）。
与传统 Gartner曲线不同，本文重点关注云计算生态系统中的近 30项关键技术，从而帮助读者对当前云
计算技术的发展现状与演进趋势形成相对清晰的认识，为有关领域的研究与投资提供决策依据。

1.5.1 云计算的未来研究方向和关键技术展望

云计算基础设施正从传统数据中心云向分层多级架构的泛在云架构演进，智能技术的普及将进一步
催生云计算行业变革。如今随着 AI技术的飞速发展，智能化已经与云计算变得密不可分。一方面，泛在
云架构、编程模型等系统层的演进将使得其能够有效承载包括大模型训练、自动驾驶等在内的智能化应
用和新兴应用的部署需求，充分释放泛在云的计算潜力，并在跨地域、跨异构硬件和多云环境中实现算
力的统一编排与弹性供给。另一方面，诸如用户行为预测、智能调优以及智能化编排调度等也能够用于
泛在云的业务场景，改善泛在云服务性能，提升资源利用效率与服务稳定性。此外，还可以结合智能运
维、智能能效管理等方法优化大规模分布式任务的运行效率与能耗表现，实现性能、成本与绿色低碳目
标之间的综合权衡。这些面向人工智能的计算机系统研究和 AI辅助的系统优化技术共同组成了智能泛在
云的内涵，并将推动泛在云架构继续朝向智能泛在云的方向演进，使云平台从被动支撑应用的基础设施
逐步演化为可感知、可学习、可自治的智能基础底座。

未来云计算服务模式将以智能化和动态协同为核心，通过平台与工作负载之间的双向实时通信，实
现资源管理从“静态分配”向“需求驱动、动态优化”转变。未来云计算服务模式将更加智能化和动态
化，平台与工作负载之间的界限逐步模糊，形成高效协同的新型服务生态。工作负载能够主动表达自身
特性和需求，包括对延迟、吞吐、可靠性、成本和能耗等多维度指标的偏好，平台则智能感知并自动匹
配多种优化措施，如弹性伸缩、算力形态切换、跨层协同调度与差异化保障策略，从而极大提升资源利
用效率、成本效益和服务定制能力。在此基础上，平台还可通过在线学习和反馈闭环持续优化决策逻辑，
使资源管理策略随业务形态和环境变化自适应演进。这一模式不仅简化了云服务形态，降低了应用开发
与运维复杂度，还为新兴应用如大模型训练、实时分析、数字孪生等提供更敏捷、高效且可预测的基础
设施支撑，推动云计算向自动化、个性化和可持续发展持续演进。

未来云计算服务模式将不断突破传统资源供给范式，向“行业即服务、智能即服务、场景即服务”等
多层次形态演进。依托云网融合和算力网络基础，将分散的算力、算法、数据、应用能力统一封装为标准
化服务接口，对外提供覆盖数据、智能、业务与行业场景的一体化“X即服务”体系，帮助客户以订阅方
式快速获取所需能力，实现即开即用、按需伸缩和持续迭代。届时，云平台不再只是输出算力、存储等基
础资源，而是面向外部直接提供语义理解、自动化数据分析、实时智能决策、图像识别等各类智能服务，
并可根据不同行业如金融、工业互联网、智慧城市、医疗健康等的特定需求，提供深度整合行业知识与
场景数据的定制化解决方案。通过在统一技术底座之上沉淀可复用的行业模型、流程模板与安全合规能
力，云服务将从“通用能力供给”走向“行业数智操作系统”，极大地提升云服务的灵活性、智能性和创
新力，推动云计算成为数字社会的智能基础设施和各行业数字化转型的关键使能者。

1.5.2 云计算的发展建议

加速 AI原生云平台建设，打造智能化、弹性化的服务能力。随着大模型、智能体等新型业务场景加
速普及，云服务商应将 AI算力、智能调度与自动化运维等能力深度内嵌为平台原生特性。建议重点强化
异构算力池化、分离式架构以及智能资源编排与故障自愈机制的研发，推动云平台从传统“资源供给”向
“行业即服务、智能即服务、场景即服务”等转型。通过开放 AI模型服务、行业知识库和自动化工具链等
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能力，支持企业和开发者实现业务快速创新与敏捷部署，全面提升服务的智能化水平与定制化能力。同
时，应通过构建开放生态和合作伙伴体系，引导更多行业独立软件供应商（ISV）、开发者参与 AI原生能
力的共建共享，形成技术演进与业务创新相互促进的良性循环。在算力计费、服务等级协议（SLA）、数
据合规等维度形成适配 AI原生负载的新型服务与治理框架，降低企业采用门槛与迁移成本。通过在标杆
行业率先打造“AI原生云 +行业应用”的示范标杆，形成可复制、可推广的解决方案模板，带动上下游
生态整体能力跃迁。

完善智能运维与安全防护体系，保障云平台高可用与可信。云服务商需加快智能化运维体系建设，推
动多模态异常检测、自动化根因分析、自愈调度等技术在大规模云平台落地。建议在平台层面构建 AI驱
动的安全运营体系，覆盖模型输入、推理过程、资源调用、输出行为等关键环节，实现实时风险发现与响
应。同步加强供应链安全、零信任架构、内存安全等多层防护能力，保障云平台和用户业务的可靠性与
合规性。建议同步建立统一的运维数据采集与闭环反馈机制，利用运维大数据持续优化算法模型和策略
规则，提升平台运维与安全管理的自动化和前瞻性水平。通过发布透明的安全实践报告和合规认证成果，
增强用户对云平台的信任度，为关键行业和核心业务上云提供有力支撑。同时，应强化对 AI本身带来的
新型安全风险（如模型窃取、对抗样本、数据投毒等）的研究与防护，将智能安全能力前移到开发、测试
与部署全生命周期，实现从“补救式安全”向“内生可信”演进。

推动绿色低碳技术创新，实现云数据中心可持续发展。建议云服务商积极布局智能能效管理、碳感
知调度、绿色算力等新技术，优化数据中心能源结构和碳排放。通过产学研协同创新，推动绿色计算标准
和最佳实践在行业规模化落地，助力全球数字经济绿色转型。鼓励企业采用可再生能源、智能冷却、能
耗优化等措施，提升数据中心运营效率，实现经济效益与环境可持续的双赢。同时，应探索将碳排放、能
效指标纳入资源编排与业务调度决策，以算法优化引导业务向低碳资源池和高效机房聚集。通过建立绿
色算力评估体系和激励机制，引导用户优先选择低碳云服务产品，推动产业链上下游共同参与绿色转型。
进一步地推动绿色算力与金融工具、政策激励相结合，通过绿色认证、差异化定价等方式，增强市场对
低碳云服务的内生需求。与此同时，需加强绿色技术指标的监测与透明披露，构建可对比、可验证的能
效与碳排放评价体系，为监管部门、行业组织和用户决策提供科学依据。



第二章

面向云网融合的研究

云网融合是中国电信自 2016年提出的数字化转型核心战略，通过整合云计算与通信网络构建智能化
数字基础设施。2020年 11月发布的《云网融合 2030技术白皮书》[141]详细阐述了云网融合的意义和愿
景，目标技术架构和发展阶段。2025年 12月，配合中国电信“云改数转智惠”的战略升级，《云网融合
2035技术白皮书》[142]正式发布。云计算研究院作为中国电信集团承载前沿研究创新使命的专业研究机
构，积极承接云网融合的相关技术研究工作，并且深度参与《云网融合 2035技术白皮书》的撰写，在云
网融合科学理论内涵和创新方向上发挥重要作用。

本章将从云计算研究院的视角出发，系统性地探讨面向云网融合的关键研究。首先，2.1节将以《云
网融合 2035技术白皮书》为基础，提炼和梳理驱动未来发展的层次化、大颗粒度关键趋势，并据此更新
面向云网融合的研究图谱。接着，2.2、2.3和 2.4节将分别聚焦并详细阐述三项核心热点研究方向：云网
一体化调度，面向智算的云网基础设施，以及云边端协同。最后，2.5节将对本领域未来的发展方向提供
前瞻性展望与建议。
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图 2.1: 面向云网融合的研究图谱 (由云计算研究院总结形成）

2.1 研究图谱 2025：战略升级的解读与研究承接

本节简要解读《云网融合 2035技术白皮书》，围绕“融合”与“融智”两大核心特征，并依托“供
给-运营-服务”三层技术架构，分别提炼各层驱动未来发展的关键趋势，并根据趋势总结热点研究方向，
更新的研究图谱如图 2.1所示。

2.1.1 趋势分析

本节简要解读《云网融合 2035技术白皮书》所揭示的战略升级背景，并基于“供给-运营-服务”的
三层核心技术体系架构，分析了各层的关键性发展趋势。
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2.1.1.1 背景：“云改数转智惠”的战略升级

2025年，中国电信将战略升级为“云改数转智惠”，构建围绕 AIDC/DC的高质量网络为基础、云计
算为核心、数据与 AI为引擎，集融合融智、弹性泛在、安全绿色、生态开放等特征于一体的新型基础设
施与服务体系。《云网融合 2035技术白皮书》是基于《云网融合 2030技术白皮书》的升级，其核心驱动力
是智能化时代对数字信息基础设施的迫切需求。AI大模型技术与应用（如 ChatGPT）的爆发式发展，正
在深刻重构计算和网络体系，对算力、带宽和数据安全提出了前所未有的要求。

云网融合在延续“网是基础，云为核心，网随云动，云网一体”的发展原则下，新增“智惠共生”，将
高价值的智能云网能力转化为易获取资源与服务，让各类客户平等享受技术红利；以安全内生、绿色低
碳为底色，保障生态可持续发展，实现技术价值与社会价值的统一。在此背景下，云网融合的核心特征
也随之升级，不再只是资源的简单叠加和统一，而是突出“融合”和“融智”两大特征：融合，体现架构
开放融合和云边网业融合，实现架构与资源的深度整合；融智，包括云网内生融智和服务生态融智，推
动 AI要素内生融合到云网体系的各个层面。

云网融合的科学理论内涵是以数据驱动-效能优化-能力进化为核心逻辑链，支撑战略落地。数据驱动
为理论基础，通过全域设备采集全量数据，经网络传输至云端存储计算，再依托 AI挖掘数据价值，形成
数据全生命周期闭环，并以此为核心依据，指导基础设施建设；效能优化为理论核心，强调资源最优分
配。依托最优化理论体系，基于数据驱动环节形成的全量数据，通过操作系统一体化调度，实现资源供
需精准匹配与跨域补位，达成异构资源全局最优；能力进化为理论目标，实现自适应的大规模系统演进。
在效能优化形成的高效资源分配基础上，依托复杂系统理论，赋予云网融合 2035服务体系自感知、自决
策、自优化能力，动态适配外部业务需求迭代与内部管理升级。

面向 2035 年，白皮书提出了云网融合愿景架构，形成如图 2.2所示呼应“供给-运营-服务”层次分
明的三层体系。其中，智能云网基础设施（供给侧）是整个体系根基，以终端/边缘云结合接入网及边缘
云/中心云结合骨干网为核心，构建面向“数据驱动”的算网存一体化资源。智能云网操作系统（运营侧）
是核心层，通过对统一调度和编排，实现资源的一体化、智慧化运营，达成“效能优化”。智能云网服务
体系（服务侧），面向全球用户提供全栈智能云网服务，实现“能力进化”目标。白皮书中的“供给-运
营-服务”三层架构，不仅定义了未来的目标形态，也明确了本章研究热点的三大核心发展趋势。

趋势一：
云网一体
化调度依
然是核心

趋势二：云
网基础设施
DC向AIDC
全面转型

趋势三：云边端能力
加速分化与融合，协
同服务迈向体系化

AI原生的多业务平台

智能边缘云

专用接入 云化接入

图 2.2: 云网融合三层愿景架构（引用自《云网融合 2035技术白皮书》，背景风格为适配本文略有调整）
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2.1.1.2 云网一体化调度依然是核心

云网一体化调度是《云网融合 2030技术白皮书》中明确提出的核心理念 [141]，其本质是通过统一的
资源视图与调度逻辑，向下实现计算与网络资源的高效整合，向上为多样化服务与应用提供一致的能力
支撑。该理念与早期学术界在数据中心研究中提出的任务—流量协同调度 [143, 144]、公有云厂商在数据
中心内部探索的算力—带宽联合优化思想一脉相承 [145, 146]，并在此基础上进一步拓展至云、网、边、端
的全域资源体系，从而将以往分散的研究与工程实践上升为面向云网基础设施系统化、工程化的方法论。
云网一体化调度不仅是中国电信在产业领域的体系化创新，也是学术界相关理念的延展与深化。

随着云网基础设施向智能云网形态演进，计算与网络在资源结构、负载模式与运行特性上都呈现出
新的趋势，云网一体化调度依然是支撑未来关键业务的核心能力。一方面，计算侧的任务规模不断扩大，
模型训练、推理服务与复杂工作流在执行过程中产生大量细粒度、频繁交互的通信需求 [147, 148]，使得
任务性能愈发依赖底层网络状态。另一方面，网络侧在多租户、高并发环境下呈现带宽竞争、突发流量、
阶段性峰值等强动态特征 [149, 150, 151]，不同业务的通信行为差异巨大，要求网络调度能够理解并响应
计算任务在资源使用上的变化，为系统提供稳定、可预期的传输支持。计算对通信的依赖与网络对计算
的敏感共同加深了云网资源之间的耦合 [152]，使单一域内的调度策略难以满足整体性能目标。云网一体
化调度将任务需求、流量结构与基础设施状态统一纳入模型，实现面向全域的联合优化，使资源调度从
局部最优迈向整体最优。

从行业发展来看，云网一体化调度正从概念验证走向工程化实践。中国电信在云网融合的战略规划
下持续加强云网一体化布局，推出了息壤算力服务平台、昆仑云网能力开放平台，将多因子全局最优调
度列为核心技术之一 [153, 154]；中国移动提出了一朵云、一张网、一体化服务体系和算网大脑调度体系
[155]；中国联通构建了 Cube Net 和云网一体化资源调度与算网一体化编排调度平台 [156, 157]。三大运
营商在云网边端协同、算网大模型、资源图谱等方向形成体系化布局。AWS在 Lambda、SageMaker以及
EFA / Nitro架构上形成了计算–网络闭环优化机制，通过加速网络与任务调度反馈实现可预期性能；Azure
在应用编排、流量工程和虚拟网络中构建了 Host-level与 Fabric-level联动的多层调度逻辑；Google依托
Borg + Jupiter与 Andromeda打造跨调度器和网络系统的端到端协同体系；Meta和 OpenAI则在超大规模
AI训练基础设施中持续推进计算资源调度与 RDMA网络调度的联合优化 [147, 158]。

2.1.1.3 云网络基础设施 DC向 AIDC全面转型

随着生成式人工智能的不断发展，大模型在预训练-后训练-推理各个阶段均对网络提出新的需求。在
预训练阶段，模型规模遵循 Scaling Law持续扩大，GPU数量、互联密度和带宽需求同步增长，使网络成
为训练周期的主导瓶颈；在后训练阶段，随着基础模型开源化与大模型行业化落地，企业用户的微调、对
齐、蒸馏需求激增，对跨园区传输安全性、数据不落地以及算力就近调度能力提出更高要求；在推理阶
段，海量用户与高并发场景推动 PD（Prefill-Decode）分离架构、专家并行和云边协同推理广泛应用，推理
链路对低尾时延、高弹性与快速扩缩容的依赖显著增强。在新的需求下，传统云数据中心 IDC（Internet
DC）在网络性能上已出现瓶颈，难以高效支撑大规模 AI网络负载。
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图 2.3: 我国算力规模及增速示意图

AI 算力成为我国算力的主要增长，推动传
统云数据中心 IDC 向智算中心 AIDC 加速演进。
图 2.3显示了 2017到 2023年我国智能算力规模的
快速跃升，其中智能算力占比从不足三成提升至接
近三分之二，增长速度远超通用算力。这一趋势表
明算力市场的主导需求正在从通用 IT任务转向 AI
原生任务，进而要求网络具备更高的带宽速度、更
强的并发通信能力以及跨园区资源协同能力 [159]。
表 2.1总结了传统 IDC与 AIDC的关键差异。传统
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数据中心的设计目标以通用业务承载、虚拟化资源管理和成本效率为主，网络流量相对较小、平稳，对性
能要求较低。而AIDC面向GPU主导的并行计算，要求网络能够支撑多维度并行策略（数据并行 [160, 161]、
模型并行 [162, 163]、流水并行 [164, 165]、专家并行 [166, 167, 168, 169]等）下的高频通信，拓扑从树状结
构演进为、Torus [170]、Dragonfly [171]等高带宽、高均衡度的拓扑体系。与此同时，AIDC对供电密度、
散热能力、延迟分布和尾时延控制提出更高要求。随着模型尺寸、训练周期和推理并发数的增长，网络
性能正成为影响算力效率和成本结构的核心瓶颈。

表 2.1: 传统云数据中心与智算中心的关键差异

传统云数据中心 IDC 智算中心 AIDC
理论 虚拟化算法和设计理论 深度学习理论

拓扑 树型拓扑为主 树、Torus、Dragonfly、Slimfly等
算力 以 CPU为主 以 GPU为主，CPU为辅
架构 冯·诺依曼架构；CPU分配任务给其它部件 全互联对等架构；允许处理器之间直接通信

流量 相对较小、平稳 海量数据、高突发

网络 普通以太网，10G–100G；TCP/IP协议 无损以太网，200G/400G；RDMA，UEC
机房 分布式、低密度、低功率机柜；风冷为主 集中式、高密度、高功率机柜；液冷为主

2.1.1.4 云边端能力加速分化与融合，协同服务迈向体系化

图 2.4: 中国电信云边端协同体系架构

云边端协同体系如图 2.4所示，是面向未
来云边端融合架构提出的关键理念，其本质
目标是在不同层级的计算、数据与模型能力
之间构建统一的运行抽象与协作逻辑，使系
统能够在多层资源环境下实现能力组合、动
态调度与连续演化。该理念继承了分布式系
统领域关于数据–任务–模型一体化执行优化
的研究脉络，也吸收了云计算与边缘计算体
系中关于资源协作、近源处理与终端智能的
演进趋势，并在此基础上进一步扩展为覆盖
云、边缘和终端的全域协作体系。云边端协
同体系不仅是与云网融合背景下的体系化升
级，也标志着工程实践从分层部署向跨层协
同的方法论演进。

随着终端智能化、边缘节点规模化以及云侧模型能力持续增强，业务在资源形态、执行模式与运行
链路上均呈现新的趋势，云边端协同仍将是支撑未来系统能力的核心方向。在数据层面，数据的生产呈
现出高频、多模态、多主体并发的特性，大量数据需要在采集端与边缘端进行低延迟处理与智能筛选；任
务层面，逐步从云侧集中式执行转向多层分布式执行，许多场景需要在终端与边缘侧完成部分决策、推
理或协作处理；模型层面，逐步从静态推送演化为动态更新、持续优化的形态，云侧训练、边侧适配与端
侧轻量推理形成全链条联动。这些趋势共同增加了各层之间的耦合复杂性，使得传统以单层为中心的体
系难以满足多样业务的性能、效率与智能化需求，亟需统一的跨层协同框架才能实现整体最优。

从行业发展来看，云边端协同正在从探索阶段走向体系化建设，并成为算力基础设施升级的重要方
向。国内运营商在算网大模型、边缘智能节点、统一边缘框架等方面持续推进能力建设，云厂商则在多
层协同调度、边缘容器运行时、端侧模型推理等领域形成体系化方案。国际云服务提供商在大规模边缘
节点调度、终端侧智能增强与跨层模型分发方面积累了丰富实践，终端设备厂商在本地推理、端侧隐私
保护与协同学习机制方面持续发展。国内外主要企业边缘节点规模与生态能力对比如表 2.2所示，产业趋
势共同推动云边端协同从概念验证走向工程体系化落地。
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表 2.2: 国内外主要企业边缘节点规模与生态能力对比

企业 边缘节点规模 覆盖区域 典型产品 生态特点
中国电信 2000+ 300+城市 天翼边缘云 全国最大边缘部署

中国移动 1800–2000 31省 / 333城市 移动边缘云MEC 站点级覆盖最密

中国联通 900–1200 300+城市 联通边缘云 千级规模稳定

阿里云 300+城市 全国 ENS / ASK-Lite 云边端协同平台

腾讯云 1500+国内 全球 2800+ EdgeOne 全球覆盖强

华为云 千级 300+城市 Stack Edge 与运营商深度融合

AWS 600+ POP 全球 Local Zones 云 +运营商生态
Microsoft Azure 250+ 全球 Edge Zones 5G协同能力强
Google Cloud 180+ 全球 GDCE 强 AI + Edge
Akamai 4100+ 135国 EdgeWorkers 全球最大边缘网络

2.1.2 方向聚焦

云网融合的研究重要且宏大，七大战新领域紧密围绕在云网融合核心战略，各自承接相应的研究工
作。本白皮书从云计算的视角出发，基于“供给-运营-服务”三层架构中总结的核心发展趋势，聚焦相应
的热点方向并进行相应展开。

运营侧：云网一体化调度从传统的计算调度、网络调度相互割裂的领域，收敛为以统一资源视图与
联合优化模型为基础的整体性方法论。近几年，研究者围绕有向无环图 DAG（Directed Acyclic Graph）任
务调度、集合通信优化、并行任务流水线、算力与带宽的联合分配、跨层调度等方向持续深化 [172, 173,
174, 175, 176]，逐步形成了从单域资源优化到算网联合编排的系统化方法体系。在云边协同、AI训练/推
理、复杂工作流执行、大规模资源管理等真实场景中 [177, 178, 179]，一体化调度相关模型与算法已经不断
得到验证并系统化落地。总体来看，相关研究在模型抽象、算法优化和跨域协同机制上不断深化。

供给侧：面向智算的云网基础设施体系正在围绕“入算网络、算内网络、算间网络”形成系统化的三
层能力重构。入算网络强调大带宽数据注入、安全可信传输与跨园区数据协同；算内网络面向万卡级训
练任务 [180]，以可编程交换机、高维互联拓扑 [170, 171, 181]、智能拥塞控制与光电融合网络 [182, 183]为
核心，实现超低时延、超高带宽的集群内部通信；算间网络构建跨地域算力池化体系，通过长距离 RDMA
技术 [184]、与智能调度实现跨中心算力融合。随着国家“东数西算”布局和中国电信“2+3+7+X”算力体
系建设加速推进，这三层网络体系将构成我国 AIDC的能力底座，为全国范围内的算力互联、智能应用落
地与算网一体化发展提供长期支撑。

服务侧：云边端协同正在数据协同、任务协同与模型协同三大方向上不断走向深化与成熟。围绕多
模态数据管理、多级任务调度、模型迁移与持续学习等关键问题，研究持续推动智能从单点处理走向跨
层协作。在数据层面，分布式采集、语义抽象与隐私前置不断发展，通过轻量化多模态表征 [185, 186]、边
缘侧数据压缩与筛选 [187, 188]以及本地差分隐私与匿名统计机制 [189, 190]提升数据质量与安全性。在
任务层面，调度模式从集中式 DAG管理扩展到云—边—端协同执行，通过分布式依赖管理与动态调度实
现复杂任务的高效运行 [191]。在模型层面，模型切分、端侧适配与跨层迁移成为主要方向，使模型在动
态网络环境中保持性能稳定与资源高效 [192, 193, 194]。整体来看，云边端协同研究正由局部优化迈向全
链路协同，为构建自适应、可持续的智能基础设施奠定了重要技术支撑。

综上，我们根据智能云网体系的发展趋势在各层进行系统性聚焦。其中，运营侧核心突破计算网络
协同的云网一体化调度，供给侧全面构建面向入算、算间、算内的云网基础设施，服务侧持续深化面向数
据、任务、模型的云边端协同。下文将围绕以上三项大颗粒热点方向进行系统性展开与深入分析。
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2.2 热点方向四:云网一体化调度

云网一体化调度的核心在于将计算与网络纳入统一模型，通过一致的优化逻辑来实现端到端优化目
标。根据调度的侧重点的不同，可以将其划分为三个互补的方向：在网络感知的计算调度中，调度系统以
计算任务为中心，通过网络状态指导任务放置、执行和迁移；在计算感知的网络调度中，调度系统以网络
资源为中心，通过识别计算阶段和依赖结构来优化带宽分配与路径决策；而在计算–网络联合调度中，同
时调度计算资源和网络资源实现全局资源效率的最大化。这三类方法共同构成云网一体化调度体系的核
心框架，也形成后续章节展开的主要脉络。

2.2.1 网络感知的计算调度

网络感知计算调度指在制定计算任务放置和资源调度决策时，除了考虑 CPU/GPU/存储等资源信息
时，还会明确考虑网络状态和容量等信息。传统的调度器通常优先考虑即时可用的计算资源，例如空闲
的 CPU或 GPU资源，并将网络视为被动的、稳定的通道。相比之下，网络感知计算调度将网络视为一
种动态的、竞争的、异构的资源，可能成为关键的瓶颈，影响调度决策的效果。该技术通过持续监控可
用带宽、延迟和拓扑结构等网络指标，智能地部署计算任务和路由数据流，从而最大限度地减少通信开
销，并提高应用程序的整体性能和集群效率。具体而言，网络感知计算调度可以分为计算资源调度和基
于 DAG的任务调度这两方面问题，本节将从这两个方面展开，详细介绍目前网络感知计算调度的研究方
案和仍存在的问题与挑战。

2.2.1.1 计算资源调度

计算资源调度指在计算集群或超级计算机上将任务分配给适当的计算节点，以充分利用 CPU/GPU等
资源。经典的调度系统包括两类：一类是批处理作业调度（如 HPC中的 SLURM [232]），另一类是集群调
度（如 Kubernetes [233]）。批处理调度器传统采用队列技术，当队首的大型作业等待资源时，小的后续作
业可插空先运行，只要不延误大作业的开始时间，这种策略显著提高了资源利用率和集群吞吐量。在线集
群调度则需要同时考虑效率和公平。例如，Hadoop YARN的 DRF (Dominant Resource Fairness)算法 [234]
确保每个用户在多种资源维度上获得大致公平的份额，同时最大化总体吞吐；Spark 的延迟调度 (Delay
Scheduling) 策略 [235] 通过短暂等待来换取任务在数据所在节点上运行的机会，从而兼顾数据本地性和
公平调度。总体而言，计算资源调度的核心研究问题在于如何有效地分配有限异构资源来满足多任务需
求，同时达到高集群利用率、公平性和服务级别目标 SLO。这一问题属于 NP-hard的组合优化，涉及多维
资源和动态约束，学术界通过启发式算法、优先级规则等手段求解。

在通算领域，网络感知的计算调度可以通过优化服务部署位置来减少延迟和资源浪费，从而满足服务
质量要求。在最近 5年的国际学术会议期刊中，有相当数量的论文关注此方向，旨在减少因网络瓶颈导致
的尾延迟和资源浪费。对于通用计算，尤其是在微服务和地理分布式云环境中，基于容器或微服务等实例
的服务通常对延迟有严格的服务级别目标 SLO。调度器（例如 Kubernetes）基于 CPU/内存进行装箱调度，
通常忽略了将两个通信的微服务放置在不同的机架或区域会引入显著的延迟。网络感知的计算调度从根
本上改变了部署策略。调度器不再简单地将微服务打包到任何具有可用 CPU周期的宿主机上，而是评估
服务之间的通信模式。例如，两个频繁进行大容量数据交换的微服务会被部署在同一台物理服务器上或
同一机架内，以利用高速本地链路，从而最大限度地减少交换机间的流量并降低延迟。ServiceRouter [196]
阐述了Meta的行业解决方案如何演进，以基于位置和网络负载路由请求，从而有效地将计算请求调度到
最近的具备网络连接能力的实例。IBM提出了新型网络感知调度框架 Diktyo [195]，该框架通过确定长期
运行应用程序中依赖微服务的位置，从而减少服务的端到端延迟并保证带宽预留。

在智算领域，网络感知的计算调度通过感知通信需求与网络拓扑特征等方式来优化作业放置，减少
智算任务中的网络瓶颈，从而降低尾延迟并提升资源利用率。GPU密集型训练任务可能会被调度到具有
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表 2.3: 云网一体化调度研究领域热点

研究点 研究方向概述 会议及期刊 研究主要关注点与代表性工作

网络感知的

计算调度

——

计算资源调度

依据网络状态进行计算
资源调度决策，对通信延
迟等方面进行显示建模，
从而满足计算服务的高
吞吐要求。

OSDI

NSDI

TNSM

• 通算资源调度：IBM 提出 Diktyo [195] 通过确定微服务的位置，
减少服务的端到端延迟并保证带宽预留。Meta 提出 ServiceR-
outer [196]基于位置和网络负载将计算请求调度到紧邻实例。

• 智算资源调度：CMU团队提出 Pollux [197]通过显式建模通信延
迟实现面向高吞吐量的协同自适应集群调度。

网络感知的

计算调度

——

DAG任务调度

考虑网络状态和任务间
依赖关系，通过将任务关
系抽象为 DAG图，并通
过对图的合理划分进行
任务放置调度决策。

ASPLOS

OSDI

TPDS

• 通算任务调度：Marmara大学团队提出经典 HEFT [198]启发式
方案，计算任务优先级并依此分配任务。微软联合 UW-Madison
提出Graphene [199]通过考虑微秒级网络开销来调度DAG任务。

• 智算任务调度：NVIDIA联合 CMU团队提出 GraphPipe [200]借
助 DAG将模型划分为可并发执行的流水线阶段；MIT团队提出
Si-PML [201]实现感知网络拓扑的调度算法，优化训练速度。

计算感知的

网络调度

——

CoFlow调度

基于流之间的依赖关系，
以优化整个传输任务为
目标，计算每个流发送速
率和流间传输顺序，研究
方向聚焦最优算法设计
和实际系统实现。

SIGCOMM

INFOCOM

ICDCS

• 中心式 CoFlow 调度：Berkeley 大学 Varys [144] 提出最小瓶颈
优先算法；香港科技大学 Rapier [202]联合优化流调度与路由。

• 分布式 CoFlow 调度：香港科技大学提出 Optas [203]，通过赋
予小任务最高优先级有效降低开销并优化小任务完成时间。D-
CAS [204]提出近似比为 2的分布式调度算法。

• 信息未知的 CoFlow调度：Berkeley大学提出的 Aalo [205]基于
已发送大小决定流的优先级，近似实现服务最短优先。

计算感知的

网络调度

——

集合通信优化

根据集群网络拓扑、并行
策略及通信-计算依赖关
系，自动生成最优集合通
信算法，并将分解通信操
作进行任务内和任务间
的精细化调度，以最大化
通信-计算的重叠和整体
系统吞吐量。

SIGCOMM

NSDI

SOSP

ICNP

HotNets

• 集合通信算法：百度提出带宽最优的 Ring AllReduce 预定义算
法 [206]；微软 SCCL [207]和 TACCL [173]求解最优集合通信合
成；阿里提出的 SyCCL [208]利用拓扑对称性进行加速。

• 任务内集合通信调度：字节 ByteScheduler [209]引入统一抽象机
制；Meta公司 SYNDICATE [210]将通信操作分解为更小的子操
作；北大 Centauri [211]采用三种分割方法精细化弹性调度。

• 任务间集合通信调度：北大提出 Muri [212] 和 MIT 提出
Cassini [175]采用集中调度器（分布式MLTCP [213]）计算每个训
练启动时间偏移；华为和电信云计算研究院提出 Symphony [214]
基于到达时间实现任务交错；阿里团队提出 Crux [151]引入基于
GPU强度的优先级调度，最大化 GPU利用率。

计算-网络

联合调度

——

VNE

通过虚拟节点与虚拟链
路的联合映射实现计算–
网络资源的统一调度，近
年来聚焦于可扩展性、动
态在线嵌入与 SLA保障。

SIGCOMM

INFOCOM

TNSM

• 可扩展 VNE：卢森堡大学团队提出基于并行链路映射的高维嵌
入框架，用于提升大规模 VNE的可扩展性 [215]；中国移动通信
联合实验室提出在线 GNN + SLA感知嵌入机制 [216]。

• 动态与在线 VNE：中国科学院团队提出面向MEC + Optical的动
态 VNE，通过强化学习缓解资源碎片问题 [217]；澳大利亚团队
提出分布式 DeViNE框架，实现自治式虚拟网络嵌入 [218]。

• 跨域 VNE：北京邮电大学团队探索能耗优化的跨域 VNE [219]。

计算-网络

联合调度

——

VCE /

软管模型

基于聚合带宽约束的虚
拟集群抽象，重点关注可
预测网络、骨干鲁棒规划
与虚拟机弹性调度。

SIGCOMM

INFOCOM

ICC

• 可预测网络：清华/阿里团队提出 vFabric，在可编程数据面上通
过软管抽象实现可预测端到端带宽 [220]。

• Backbone软管规划与鲁棒设计：Meta/Google团队提出针对不
确定流量矩阵的软管规划机制，实现骨干网络容量与调度的鲁
棒化优化 [221]；同团队采用 Benders分解构建跨层软管规划框
架，用于算网协同规划 [222]。

• 弹性调度模型：中国电信云计算研究院团队提出树/图结构上的
最大弹性调度理论，实现虚拟机的可扩展分配 [223, 224]。

计算-网络

联合调度

——

SFC

以 VNF 节点与路径顺序
为核心，联合考虑计算负
载、带宽/时延与跨节点
状态同步，向智能化、动
态化方向演进。

INFOCOM

TON

TNSM

• 联合映射与路由优化：纽约州立大团队提出联合资源管理 + 流
调度框架，支持混合边缘–云场景 SFC部署 [225]；同团队提出可
证明高效的 Traffic-sensitive放置与路由算法 [226]。

• 动态与在线 SFC：纽约州立大团队基于在线学习的动态部署方法
[227]；IBM团队提出 Edge-to-cloud快速近似最优部署机制 [228]。

• 可编程数据面：华为团队提出基于可编程交换机的租户级 SFC加
速 [229]；深圳大学等团队提出深度强化学习 SFC嵌入 [230]；乔
治亚理工学院团队提出可证明高效的 SFC保护 +嵌入模型 [231]。
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空闲 GPU资源且连接数据源（例如存储服务器）的高带宽、低延迟网络路径的节点上，以确保 GPU算力
能够快速获取数据，避免因为网络拥塞而闲置等待数据传输。尤其是在分布式数据并行 DDP或模型并行
MP中，网络通常是瓶颈所在，网络感知调度器在放置和调度作业时会考虑这些因素。例如，Pollux [197]、
Centimani [236]等工作通过显式建模通信延迟、避免网络竞争来选择 GPU资源，从而将网络通信开销纳
入算力资源调度决策。

尽管已有诸多研究进展，在超大规模、异构且动态的计算环境下，计算资源调度在实现兼顾效率、公
平性等方面仍面临挑战。计算规模与复杂性不断增长的背景下，在超大规模集群（数万节点）确保调度
决策速度的情况下又要追求最优非常困难，次优的决策在大规模上可能累计造成资源浪费。难以预测的
工作负载动态性也为资源调度带来挑战，集群混合了短平快的无状态服务、长周期的深度学习训练、突
发性的批处理分析等，各具不同瓶颈和优先级，调度器需要在实时变化中做出权衡。多类异构资源耦合
问题也是资源调度常面对的难题，任务往往同时消耗 CPU、内存、IO带宽等资源，如何公平分配并避免
资源成为系统瓶颈是持续研究课题。此外，传统计算资源调度忽视网络拓扑与流量带来的影响，这正是
网络感知的计算调度兴起的原因。调度器需要避免将大量互通任务分散在网络远端，引发高延迟或拥塞，
如何将网络因素融入调度决策而不增加过多复杂度，依然是一项开放挑战。尽管计算资源调度技术已发
展出多种经典策略，但在超大规模、异构、动态的环境下，实现快速、公平且全局最优的网络感知的计算
调度依然是学术界和工业界共同关注的方向。

2.2.1.2 基于 DAG的任务调度

基于 DAG的任务调度聚焦于带有依赖关系的工作流或作业，DAG既可以表示单个作业（其节点表
示任务、边表示数据或控制依赖），也可以表示一个工作流，其中任务之间存在依赖关系。典型场景包括
大数据处理中的MapReduce/Spark作业、复杂科学计算工作流、以及拆分为子模型阶段的大型 AI训练任
务等。核心研究问题是在满足依赖约束下优化整体完成时间或吞吐，这需要平衡各任务的执行顺序和资
源分配。经典方案中，早期系统强调数据本地性，例如 Hadoop 默认在数据块所在节点启动任务，等待
具有数据的节点空闲以调度任务，从而减少网络传输。MapReduce框架按照阶段划分任务组（Map阶段、
Reduce阶段），Reduce任务通常会等待大部分 Map任务完成后再启动，以避免过早产生大量跨节点数据
传输。Spark改进了这一点，通过 DAG调度器细粒度地管理任务，结合延迟调度和推理执行（对慢任务
重启副本）等技术，使典型 Spark作业比传统 MapReduce更高效地利用资源，缩短尾延迟。学术界也提
出许多调度算法来最小化 DAG的关键路径。经典的 List Scheduling [237]及其改进算法（如 HEFT [198]）
常被用于 DAG调度启发式方案，核心思想是计算每个任务的优先级（考虑后续链路的最早结束时间）并
依此分配任务至不同处理单元。

针对通算任务中存在的动态性和通信开销等挑战，研究者提出多种方法来优化基于 DAG 的任务调
度效率。针对 DAG任务调度的难题，目前研究者已经探索了多种思路。关键路径优先方案通过找出 DAG
中决定全局执行时间的关键路径任务，优先为其分配最快速的资源或尽量并行执行。例如调度算法会针
对关键路径上的任务降低等待时间，非关键路径不会被分配过多资源，从而缩短总长。但是在复杂 DAG
中，关键路径可能随运行进展而动态变化，识别和跟踪仍有挑战。通信感知调度方案不仅考虑任务计算
时间，还建模任务间通信成本以优化放置和顺序。离线规划与在线调整相结合的方案将复杂问题分解为
离线近似优化及在线执行修正。例如，如果一个 Reduce任务需要来自集群中多个分散的 Map任务的数
据，则网络感知调度器可能会延迟 Reduce任务，直到网络拥塞缓解，或者将 Reduce任务放置在聚合大
部分流量的交换机上。可观测性领域的工作 [238]展示了通过收集观测数据理解 DAG的关键路径与网络
延迟之间的关系。此类工作可与调度器共同部署，为调度器（如 Graphene [199]、CAPSys [239]等）提供
网络状态信息，从而综合考虑任务需求和网络开销通信竞争等方面来调度 DAG任务。

针对智算任务调度，研究者通过模型划分与流水线并行等策略优化 GPU资源利用，以减少通信等待
时间并提升训练效率。对于机器学习训练/推理任务，模型的规模对于单个 GPU来说过大，因此它们需要
被拆分为子模型的 DAG，调度器需决定如何将模型图划分到各个设备上，以最大限度地减少等待网络数
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据的时间（Bubble Time）。SiP-ML [201]提出感知网络拓扑的并行化算法实现在确保 GPU的通信度不超过
网络限制的情况下最小化训练迭代时间。GraphPipe [200]借助 DAG将模型划分为多个可并发执行的流水
线阶段，并基于阶段间的依赖关系调度前向与反向计算任务，实现更高效的训练流程。

基于 DAG的任务调度在大规模复杂场景下面临动态不确定性、全局优化、计算与数据传输权衡及规
模复杂性等多重挑战，仍需持续创新以实现鲁棒高效的调度。不确定性和动态性为调度带来挑战，调度
器通常假设以任务运行时间和数据大小为基准，但在共享集群中实际可能因资源争用、抖动而环境变化，
导致预先规划失效，自适应实时 DAG执行计划的调整仍属难题。多作业/多用户环境下的全局优化也是亟
待解决的难题之一，研究多聚焦于单个 DAG作业的优化，但在实际集群中往往有多个 DAG并发。一个作
业的理想调度可能损害整体公平性或抢占资源，引发其他作业重大延迟。因此调度需要在作业级优化与
集群整体公平之间权衡。计算与数据传输间的效率也需要权衡，经典数据局部性原则强调搬运计算而非
数据，但在复杂 DAG里并非总是最佳，有时复制数据可能比等待计算资源空闲更高效。如何在调度中自
动决策输送数据还是迁移计算也是研究方向之一，此外，DAG规模增加也可能会导致全局优化组合爆炸。
总而言之，尽管基于 DAG的任务调度已有围绕缩短关键路径、提升数据局部性、并行通信优化等一系列
经典技术方案，但要在大规模复杂场景下取得鲁棒且高效的表现，仍需持续的创新和实践验证。

2.2.2 计算感知的网络调度

计算感知网络调度是云网一体化调度的另一种表现形式，其本质是将网络资源优化从传统面向流级
别（Flow-level）的性能指标（如单个数据流的延迟、吞吐量等）转向面向任务级别（Job-level）的性能指标
（如任务完成时间）。在通算场景，如面向MapReduce/Spark等分布式计算，网络流量往往表现为大量的中
间数据流（例如Map阶段输出到 Reduce阶段输入），这些相关的流集合被称为 CoFlow；网络调度会识别
一个 CoFlow内所有流的依赖关系，进行整体调度，而非将它们视为独立的、不相关的流，从而降低整个
作业的完成时间。在智算场景，面向大规模深度学习训练，网络通信通常被抽象为集合通信（Collective
Communication）原语，涉及大量并行且多轮迭代的数据交换；网络调度根据 GPU拓扑和计算进度，实
现通信与计算的深度流水线化与重叠，从而降低整体训练时间。

2.2.2.1 CoFlow调度

在数据中心中，分布式计算任务的执行通常涉及多条具有逻辑依赖关系的数据流并发传输，任务的
完成时间取决于最后一条流的接收时间。为优化这类复杂任务的性能，学者提出了聚合流 CoFlow 的概
念。CoFlow 将一个任务并发产生的所有相关数据流视为一个整体，其传输时间取决于最后一条流的完
成时间。不同于优化单一数据流，CoFlow调度的目标是减少各个 CoFlow任务的数据传输时间（如平均
CoFlow完成时间）。CoFlow调度为每个流分配适当速率，并决定各流数据传输的顺序，包括单个 CoFlow
内部的调度和多个 CoFlow间的调度。CoFlow调度问题是 NP-hard问题，且在系统实现方面面临诸多挑
战。CoFlow在 2010-2018年间是数据中心网络研究的重点，其所体现的全局计算感知调度思想，至今也
是新兴业务（如智算）调度优化的理论基础。

中心式 CoFlow调度是最经典的研究范式，通过启发式算法逼近最优解，实现 CoFlow内和 CoFlow
间调度，同时结合路由进行联合优化。中心式 CoFlow 调度通常从整个集群内收集任务信息，统一计算
CoFlow的流分配和优先级。早期工作中重点聚焦 CoFlow内调度，通过加权公平共享算法分配流速率。为
进一步提升了效率，此后工作进一步结合 CoFlow间调度，通过优化瓶颈 flow优先的方法，最小化 CoFlow
完成时间 [144]。然而，这些调度模型通常将网络抽象为单一的大型交换机（Big-switch），认为网络内部
不会出现拥塞，但在真实的大型数据中心网络中，这种抽象是不够的，因此后续的一系列工作均在解决
CoFlow调度和路由的联合优化和集成 [202]。中心式 CoFlow调度的优势在于能够基于全局信息进行优化，
其缺点在于信息收集、调度策略的计算和实施等环节带来的开销较大。

分布式 CoFlow调度解决中心式调度中开销问题，对大量的小任务调度更为友好。尽管中心式调度
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方案对大型 CoFlow性能良好，但其高昂的中心化控制开销（如毫秒级的消息批处理间隔）使得无法有效
处理小型 CoFlow（如 ≤1 MB的数据）。为解决这一问题，分布式 CoFlow调度工作被大量提出 [203, 204]。
分布式的 CoFlow 调度机制以每个节点上的局部任务信息为基础，采用小任务优先传输等规则来决定任
务的优先级。分布式任务感知调度机制的优势在于开销低、响应速度快。但由于调度策略通常较为简单
且仅依赖局部任务信息，这使得它难以实现全局最优的性能。因此，任务信息的准确快速获取是这类分
布式流调度机制中的关键挑战。

尽管 CoFlow调度在学术界已进行了大量深入研究，但在实际大规模商用部署中仍面临着以下诸多
挑战。目标单一性：现有机制主要集中于最小化平均 CoFlow完成时间，却难以优化多样化的目标，如最
大化网络利用率或提供差异化服务。可扩展性：中心化方案因开销过大无法处理小型 CoFlow，而分布式
方案虽然可处理小型流，但由于缺乏及时全局信息而导致次优性能，在保证可扩展性的同时提高最优性
能是未来的系统部署的优化目标。部署难度：将 CoFlow机制部署到云环境面临挑战，包括如何在不修改
应用程序的情况下获取 CoFlow信息，以及如何在不修改应用和硬件的前提下实施调度等 [205]。

2.2.2.2 集合通信优化

集合通信是分布式并行计算领域中对数据交换模式的一种高级抽象，指的是在一组计算节点（通常
是 GPU或 CPU）之间，为了实现同步或数据聚合目标而进行的一系列结构化、协调一致的数据交换操作，
如 AllReduce（所有节点贡献数据并接收聚合结果）、AllGather（所有节点收集所有其他节点的数据）和
Broadcast（主节点将数据分发给所有从节点）等通信原语。随着模型规模（如万亿级参数）和训练集群规
模（如万卡 GPU）的爆炸式增长，网络通信已成为限制整个分布式训练速度和能耗的主要瓶颈。集合通
信的优化对大规模分布式训练性能十分重要，已成为近年网络研究领域的焦点之一，在近年 SIGCOMM、
NSDI等顶级网络会议中占据相当大的比例。关于集合通信优化的研究集中在以下几个方面：

集合通信算法关注如何在给定网络拓扑和硬件约束下，设计最小流量或最短延迟的通信算法（如
Ring、Tree），是集合通信库优化的核心。集合通信算法包括预定义算法，如 Ring AllReduce算法、Double
Binary Trees算法等，以及适配网络和硬件的动态合成算法。合成算法的搜索空间巨大，如何快速找到近
优解，是当前研究的重点，也是各大厂商私有集合通信库的主要竞争力之一。例如，SCCL [207]将合成问
题编码为 SMT (Satisfiability Modulo Theories)进行求解，TACCL [173]将寻找最优通信算法的问题建模为
混合整数线性规划问题进行求解，SyCCL [208]利用拓扑的对称性进行搜索空间压缩。

任务内集合通信调度旨在优化单个大规模训练任务内部的通信效率，通过重组调度通信操作，使通
信和计算最大化重叠，以降低迭代时间。通信调度的核心概念在于根据并行训练的数据依赖关系重新排
序通信操作，并动态调整集合通信的路由、数据切分大小，实现计算与通信的深度并行。传统的通信调
度基于 FIFO，但 FIFO调度方案往往与最优差距较大，因为后向传播阶段的通信与前向传播阶段的计算存
在差异，导致通信阻塞计算。因此，业界提出采用基于优先级的方法来调度通信操作，以消除计算间的
bubble [209]。除了优先级调度，基于分解的调度是进来热门的解决方案，通过将通信操作分解为更小的子
操作（如 SYNDICATE [210]中的Motif，Centauri [211]中的 Partition），从而进行精细化弹性调度。

任务间集合通信调度是解决智算中心多租户资源共享的核心，也是未来实现ML as a Service的重要
组件。随着智算中心多租户和资源共享成为常态，如何在多个并发的训练任务之间高效、公平地分配网
络带宽资源尤为重要。传统的通信调度器（如 Colow）未考虑分布式学习流量特有的特征（如多轮重复迭
代、通信与计算的重叠特性），因此在智算多租户场景难以得到较好的表现 [213]。近年来阿里巴巴、华为、
北大、MIT等团队提出了多租户的通信调度系统 [212, 175, 213]，均聚焦在面向平台的优化目标（如最大
化 GPU利用率 [151]、最小化平均完成时间 [214]等），而忽略了面向用户的优化目标（如公平性）。

中国电信云计算研究院自研提出 Dike 调度系统，业界首个关注最大最小公平性的多租户通信调度
器。该系统针对不同训练任务间的公平性，创新性提出“最大化最小训练任务进展率”的优化目标，并提
出一个轻量的 lazy贪婪调度算法，只需要周期性对流进行排序，从实现最大化最小训练任务进展率。该
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算法可兼容主流任何支持严格优先级调度的传输协议，理论上可以保证 1/2的最优近似比，实际性能接近
于最优，相比业界主流的调度系统，可以大大提升最小任务进展率和任务间公平性。

2.2.3 计算-网络联合调度

计算–网络联合调度是在统一视图下同时规划计算资源、通信资源与映射关系，使系统能够在全局范
围内实现最优的资源配置与性能表现。它不仅为任务放置、带宽分配、路径选择等提供一致的优化逻辑，
也为可预测性、弹性、跨域协同等能力奠定理论基础。因此，本节将从“统一建模方法”与“联合调度理
论分析”两个层面展开，系统阐述计算–网络联合调度的基础框架、核心思想与理论价值。

2.2.3.1 统一建模方法

计算–网络联合调度建模方法是对计算资源与网络资源，并刻画两者映射关系的统一抽象。现有研究
普遍采用以图为核心的建模方式，将计算节点、通信需求、网络拓扑和资源约束统一纳入一个结构体系
中，从而支持将虚拟资源映射到物理基础设施的联合优化。在这一通用框架下，不同模型通过对节点属
性、边属性和约束表达方式的差异化定义来适配不同应用场景。当前主流包括虚拟网络嵌入 VNE（Virtual
Network Embedding）、虚拟集群嵌入 VCE（Virtual Cluster Embedding）、软管模型（Hose Model）、服务
功能链 SFC（Service Function Chain）等。

VNE以“虚拟节点 +虚拟链路”到“物理节点 +物理链路”的映射实现算网联合抽象。 VNE是最
早将计算资源与网络资源纳入统一模型的研究框架，其核心思想是通过对虚拟节点与虚拟链路的联合映
射，在满足节点计算能力、链路带宽与路径连通性等多重约束的前提下，将上层业务需求嵌入到底层物
理基础设施，从而保证计算可用性、链路可达性以及端到端性能。VNE最早由 Chowdhury等人系统化提
出，定义了节点映射与链路映射的双层资源约束结构，奠定了后续算网联合调度研究的基础 [143]。近年
来，随着数据中心规模扩大和业务负载多样化，VNE研究逐步从静态、小规模嵌入演进至更复杂的在线
与大规模场景，研究重点围绕可扩展性（如图神经网络驱动的高维映射）、动态性（面向在线请求的增量
嵌入）与性能保障（SLA /时延敏感嵌入）持续推进，包括利用 GNN进行并行特征学习的嵌入方法 [215]、
基于强化学习的动态 VNE决策框架 [217]、面向时延和路径约束的链路映射优化模型 [216]，以及多域算
网协同 VNE [219]与面向 AI负载的自适应嵌入方法 [218]等方向。

VCE/软管模型是基于聚合带宽约束描述计算–通信关系的经典建模框架，使系统能够在动态通信矩
阵下仍然保证可预测的网络性能。其思想最早由 Duffield等人在 SIGCOMM’99中提出，通过软管模型接
口统一描述端点向全体节点的聚合带宽需求，为虚拟专网与多租户网络隔离奠定了理论基础 [240]。在数
据中心场景中，Ballani在 SIGCOMM’11的 Oktopus中首次基于软管模型提出了虚拟集群抽象，以 (N,B)

描述 VM数量与聚合带宽需求，形成可直接用于任务通信与租户隔离的建模体系 [146]。随后 [241]提出
了更通用的扩展模型，使 embedding更高效、接受率更高。近年研究主要集中在面向数据中心骨干的软
管约束规划与鲁棒优化 [221, 222]，面向可预测网络服务的虚拟网络抽象 [220]，以及围绕在树型拓扑和图
拓扑下的弹性调度理论 [223, 224]。这些研究共同推动了软管模型在可预测网络、任务编排和算网联合调
度中的体系化发展。

SFC 将计算型网络功能与传输路径作为联合决策变量，是运营商场景中应用最广的算网联合模型。
SFC的本质是将一系列虚拟网络功能按顺序组织并部署在网络中，并确保流量能够依序通过这些功能节
点。在统一建模框架下，SFC不仅需要决定各网络功能实例的部署位置，还需联合考虑功能间的转发路
径、链路带宽及时延约束，以及跨节点状态维护与同步等系统性因素，使其成为一个典型的算网联合优
化问题。近年来，SFC调度逐步从离线、静态配置演进为面向复杂业务和动态流量的在线优化过程，研究
主要集中在面向任务与流量结构的联合映射与路由算法 [225, 226]，面向在线与动态需求的自适应优化方
法 [227, 228]，以及依托可编程交换机等新型平台提升系统可扩展性的探索 [229, 230, 231, 242]。这些研究
推动 SFC从静态映射走向动态、智能、跨域协同，为计算–网络联合调度提供了重要模型支撑。
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2.2.3.2 联合调度理论分析

联合调度的理论基础是在于通过对计算与网络资源进行联合决策，实现全局最优的资源分配，从而
获得比传统模式更高的效能。使用函数 U（公式 (2.1)）来描述总体效能，其值由计算能力 x与网络能力 y

带来的综合收益 R(x, y)（如用户体验、业务转化、收入等）与成本 C(x, y)（如建设成本、运维成本、融
合带来的额外开销等）共同决定：

U = max
x,y∈Φ

[R(x, y)− C(x, y)] , Φ ⊆ Ω. (2.1)

y′ = max
x∈Ω

[R(x, y)− C(x, y)] , (2.2)

x′ = max
y∈Ω

[R(x, y)− C(x, y)] . (2.3)

在传统的单独调度模式下，计算与网络能力各自独立优化，往往采取“先算后网”或“先网后算”的
策略，如下式 (2.2)和 (2.3)所示：首先固定网络能力 y，对计算能力 x进行最优求解得到 x′；随后固定计
算能力 x′，再从网络维度对 y进行优化得到 y′。如图2.5所示，这种“逐维优化”的方式本质上属于局部
最优，无法捕获算网之间的协同效应，也无法保证最终解 (x′, y′)为全局最优解。

图 2.5: 联合优化与单独优化的最优解

一体化调度的效能可以通过提升整体收
益、降低系统成本来实现。在收益层面，一体
化调度打破了云、网、智资源之间的壁垒，可
通过联合调度显著提升服务质量 QoS与用户
体验 QoE，例如高清视频、云游戏中减少卡
顿与画质波动；同时扩展业务创新空间，如
在工业互联网中利用跨域算网协同支撑复杂
实时仿真，在大模型训练和推理中实现算力
及带宽的协同分配以提升整体处理效率。在
成本层面，一体化调度能够避免云、网、智算
资源的闲置或重复建设；减少跨平台、跨域
的运维管理开销；通过能力共享提升资源复
用率；但也可能引入额外的系统开销，例如
跨域协同带来的管理复杂性。

中国电信云计算研究院在理论与算法两方面开展了深入研究，围绕数据中心典型的树型拓扑与一般
图拓扑下基于软管模型的 VM放置与带宽调度问题，系统分析了其最优性、求解复杂度与调度机制。针
对树型拓扑，提出了可在线性时间内求得最大可接受负载的严格最优解。对于一般图拓扑，最大弹性调度
被视为 NP-hard问题，研究院据此提出基于最大流构造切片的 D-Slice/Elastic框架，并通过 short-cut路由
降低路径跳数与链路占用，从而提升整体带宽利用率与通信效率。在动态批量请求场景中，提出 Tailor裁
缝式调度，通过利用最大切片进行按需裁剪与碎片整理，使整体调度效率相较传统方法显著提升。

2.3 热点方向五:面向智算的云网基础设施

随着智算体系向更大规模、更高并发与更强协同方向演进，网络基础设施的角色正在从传统的数据
传输通道转变为决定算力效率的核心要素，网络能力需要在拓扑结构、传输方式等多个维度系统适配智
算任务的同步与通信需求。图 2.6 所示的入算-算间-算内三层协同网络体系为这一演进提供了总体架构：
入算网络负责 TB级数据的实时导入与安全入算，算间网络支撑跨智算中心算力资源的高效调度与传输，
算内网络则通过专用拓扑、光电融合与在网计算等关键技术保障万卡级集群的训练通信效能。本章将围
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表 2.4: 面向智算的云网基础设施研究领域热点

研究点 研究方向概述 会议及期刊 研究主要关注点与代表性工作

算内网络 DCN

——

拓扑与连接

智算任务带来的高强度
通信需求，要求网络拓扑
从通用结构转向为智算
定制的专用设计，同时引
入光电融合拓扑架构，以
提供高带宽、低时延和可
重构能力。

SIGCOMM

NSDI

TON

INFOCOM

ICDCS

• 面向智算的专用拓扑设计：阿里巴巴 HPN [150]，通过双 ToR接
入和分层互联减少通信抖动；以及华为 UB-Mesh [243, 244]，利
用高维互联结构提升带宽利用率和时延可预测性。以上代表性
工作通过结构化互联、路径确定性和高带宽密度，适配大模型
训练中的高通信负载。

• 光电融合网络与可重构互联：Google Lightwave Fabrics [245]、阶
跃星辰/北京大学 InfiniteHBD [246]、香港科技大学MixNet [247]、
复旦大学 MUSE [248]、以及上海交通大学 TROD [249]。以上是
几个代表性系统，主要关注利用光交换降低功耗、增加带宽并支
持拓扑动态重构。

算内网络 DCN

——

在网计算

通过把聚合、规约等核心
算子下沉到交换机数据
平面，让网络从单纯传
输通道变成参与计算的
关键组件，以减少通信成
本，提升训练效率，并为
大规模集群提供更高的
资源利用率与可扩展性。

NSDI

ISCA

SC

ICNP

INFOCOM

• 功能实现落地：Illinois提出的 FPGA原型 iSwitch [250]，KAUST
提出的 SwitchML [251]，以及清华大学提出的ATP [252]。在工业
界，NVIDIA推出了 SHARP在网聚合协议，ETHZurich Flare [253]
提供专用硬件，共同证明在网计算在大规模集群中的性能优势。
以上代表性工作验证了在交换芯片中执行聚合类操作的可行性。

• 资源管理优化：华为提出了 NetReduce [254]，复用 RoCE 控制
面以降低交换机协同开销；中科大提出 GOAT[255]通过跨交换
机的梯度分区提升内存与带宽利用率 ；清华大学的研究 INAl-
loc [256]和香港科技大学的研究 DSA [257]通过动态和抢占式内
存管理提升资源效率。以上代表性工作缓解交换芯片内存受限、
跨设备协同困难、任务动态性强等问题。

算内网络 DCN

——

传输控制协议

聚焦万卡规模训练中的
高并发、低熵、强同步通
信模式，探索新型拥塞控
制、乱序容忍与协议内建
可靠性机制，以支撑高带
宽、低尾延的智算集群内
部通信。

SIGCOMM

NSDI

ATC

• 商用部署模式：Google Falcon [258, 259]通过硬件部署拥塞控制
协议、负载均衡协议以及丢包恢复协议构建高效数据中心网络；
华为DCP [260]通过有损数据面 +无损控制面的方式摆脱对 PFC
的依赖；Meta采用框架驱动的接收端准入控制保障集合通信的
效率 [261]；阿里巴巴 HPN [262]通过双平面和路径空间优化增
强拓扑带宽的一致性。

• 学术创新研究：斯坦福大学 Bolt（亚 RTT控制）、BFC（逐跳反压）
[263, 264]结合可编程交换机与端侧控制构建亚 RTT级调节。

算间网络 DCI

面向跨域算力互联，研究
广域 RTT、链路抖动与丢
包条件下的 RDMA 扩展
机制。

SIGCOMM

NSDI

ATC

• 跨域 RDMA部署实践：Microsoft Azure在区域级数据中心上采
用 DCQCN参数调优与缓冲优化，使 RDMA在数百微秒 RTT下
保持可控性能 [265]；Swing [266]通过在边界引入 PFC-Relay，提
前转发 PFC暂停报文；ATC [267]通过 DCI-switch聚合 ECN/INT
实现跨域速率整形，提升跨域稳定性。

入算网络 DCA

面向训推任务中样本规
模大、传输频繁和实时性
要求高的问题，提供高弹
性带宽、稳定传输。

SIGCOMM

NSDI

• 弹性传输：阿里云 Solar-RDMA协议栈与 vFabric选路技术 [268,
269]，中国电信“息壤”跨地域算力调度平台 [270]，以及“智云
上海”城市级智算网络 [271]。以上代表性实践通过部署高速链
路、实现无损 RDMA传输、端网协同调度和数据直达算力机制，
缩短 TB级数据的入云周期。

绕该三层架构展开，系统阐述智算网络在能力构建与技术演进上的核心方向。三层体系共同构筑了智算
时代网络系统的能力主轴，并构成本章后续讨论的逻辑脉络。

2.3.1 算内网络构建 AI数据中心 DCN

算内网络指的是集群内网络，包括单节点内 Scale-Up网络和节点间 Scale-Out网络，实现超大规模算
力互联。算内网络是整个智算云网基础设施的核心，涵盖了多项关键技术研究点。本章将重点围绕算内
网络中的拓扑与连接、在网计算以及传输控制协议这三个主要研究点展开深入介绍。
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智算中心

智算中心

企业

个人

组织

入算网络 DCA 算间网络 DCI 算内网络 DCN

可编程
交换机光交换机

图 2.6: 入算、算间、算内网络示意图

2.3.1.1 拓扑与连接：从通用结构走向面向智算的专用设计

随着智算任务规模的持续扩张，算力系统的集群规模与节点间通信强度均呈现快速增长态势。大模
型训练与推理、向量数据库检索、多模态任务等智算业务逐渐占据主导地位，网络流量特征发生显著变
化，呈现出集中式带宽需求突出、通信行为呈周期性突发等新特征。在此背景下，传统通用型拓扑结构已
难以适应智算任务所特有的多并发、高突发与强耦合通信模式。当前算力集群普遍具备节点密度高、训
练任务集中、多维流量交织复杂等特点，网络不再仅是数据通道，而是与计算过程深度耦合，成为影响
训练效率的关键要素。随着算力规模每提升一个量级，网络瓶颈所导致的训练吞吐下降、收敛延迟增加、
带宽利用率不均等问题愈发凸显，传统规则化、通用化的拓扑设计在路径多样性、端到端带宽保障与通
信可预测性之间难以兼顾。

数据中心网络从传统通用拓扑向智算专用拓扑转变。面对大模型训练对高并发、强同步通信的严苛
要求，传统 Clos/Fat-Tree等通用拓扑在带宽保障、路径确定性与延迟方面已显现结构性不足，难以支撑万
亿参数规模的模型并行。网络架构的设计重点因此从“通用连接”转向“通信感知”，通过对拓扑的深度优
化，实现对智算流量特征的精准适配。业界实践已印证这一趋势：阿里巴巴提出的HPN架构 [150]，通过双
ToR接入、Rail-Optimized结构及分层互联，将拓扑与GPU间同步通信深度绑定，显著降低了AllReduce等
集合通信中的路径不确定性与带宽波动，为万卡级集群提供了关键网络支撑。华为的 UB-Mesh等新型拓
扑 [243, 244]，借助高维度全互联与分区化路由相结合的设计，在维持高带宽密度的同时有效控制复杂度，
更契合智算任务对低时延、高可预测性的本质需求。这些演进共同标志着数据中心网络正超越传统 Clos
的通用范式，走向以“结构化互联、通信感知、局部高带宽、全局可管控”为核心的新型设计范式。

光电融合网络正在成为下一代智算集群的核心架构。智算任务规模扩大令传统电交换网络在带宽、功
耗与扩展性上遭遇瓶颈，亟需引入新互联范式。光电融合凭借高带宽、低时延、低功耗及动态可重构优
势，正在演进为支撑万卡级及以上算力系统的核心架构。其光交换能力与智算任务中强模式化、高同步
性通信特征高度契合，能优化集合通信关键操作，提升训练吞吐与能效比 [272]。以光为底座、光电协同
的新型网络体系正在成为全球领先企业的战略共识，光电融合已在智算场景取得多项关键突破：Google
的 Lightwave Fabrics 系统 [245] 通过自研 OCS 与波分复用实现数千节点间动态光路调度；北京大学与
Lightelligence的 InfiniteHBD方案 [246]将 OCS集成至收发器内部，实现节点级拓扑重构与点到多点通信，
可动态构建 K-Hop环形网络以降低组网复杂性与故障影响；面向MoE模型的MixNet系统 [247]在区域级
部署可重构光交换设备，实现专家流量按需调度，在测试环境中接近非阻塞 Fat-Tree性能；MUSE [248]通
过动态增量重构算法缓解非均匀流量下拥塞，大幅加速应用完成时间；TROD架构 [249]以光交换替代传
统 Clos核心层，在过载条件下优于传统 Clos拓扑。这些实践共同表明，光电融合不仅带来带宽数量级提
升，更通过拓扑可重构性实现网络与任务高度耦合，为智算集群的下一代演进奠定坚实技术基础。
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2.3.1.2 在网计算：从技术验证到系统化演进

随着智算集群规模持续扩大，传统依赖拓扑与带宽优化的方式已难以系统性化解通信瓶颈。网络架
构的演进方向正从“传输加速”迈向“参与计算”，推动在网计算发展为新一代智算网络的核心技术。其本
质是通过在网络设备中部署专用硬件或可编程逻辑，将训练中的聚合、规约等关键算子下沉至数据转发平
面，实现通信与计算在拓扑与时序层面的深度融合，从而根本性提升系统协同效率与资源利用率。

在网计算技术已经从原型验证迈向商业化大规模部署。早期围绕在网计算原型系统的研究聚焦于技
术可行性验证：iSwitch [250]采用 FPGA构建可编程数据平面，将聚合能力拓展至强化学习等细粒度场景，
展现了在网计算的潜力；SwitchML [251] 在可编程交换机流水线中实现梯度累加，证明了无需修改主机
协议栈即可显著降低网络负载与延迟；ATP [252]面向多租户环境，通过片段化内存共享与基于 ACK的
反馈机制，首次系统化验证了复杂集群环境下在网聚合的可行性与效能。产业界也正在推进规模化落地，
例如 NVIDIA的 SHARP协议通过 InfiniBand交换芯片实现硬件级分层聚合，优化了大规模 AllReduce操
作的性能与带宽利用率；新一代定制化芯片方案 Flare [253]进一步拓展能力边界，支持更复杂的模型并
行与动态调度，标志着在网计算从学术探索走向工程实践。

优化资源消耗与提升系统鲁棒性是在网计算下一步的研究热点。面对模型规模扩大导致的交换芯片
内存瓶颈，研究重点转向资源精细化管理与系统鲁棒性提升。NetReduce [254] 通过将聚合操作与 RoCE
协议深度集成，复用现有网络的可靠传输机制，降低了对交换芯片协议处理能力的要求。GOAT [255]设
计了多交换机间的梯度分区与调度策略，在异步到达场景下实现负载均衡与内存协同，提升了跨设备聚
合效率。针对内存资源利用，INAlloc [256] 将交换机内存抽象为可动态分配的资源池，并引入一致性更
新协议以支持任务运行中的平滑迁移；DSA [257]则提出抢占式内存调度机制，通过优先级区分实现更细
粒度的资源分配。此外，Rina [273]创新地将聚合能力引入 RingAllReduce同步架构，构建起“在网计算
+RingAllReduce”的系统化融合路径。这些工作共同推动了在网计算从单一的聚合加速向高资源效率、强
鲁棒性的全网计算-通信协同平台演进。

2.3.1.3 传输控制协议：从无损网络向面向智算的协议体系演进

随着智算任务规模进入万卡乃至十万卡级别，底层传输控制协议逐渐成为制约智算系统整体效率的
核心因素之一。在万卡级甚至十万卡级训练场景中，网络负载呈现高度同步、周期性突发、低熵分布与
极端尾延敏感等特征，导致传统面向通用云业务的 RDMA + PFC体系逐渐暴露出结构性瓶颈。AllReduce、
AlltoAll等集合通信会放大任意节点的微小抖动；低熵通信流量难以通过 ECMP分散路径，从而产生交换
机长排队与突发拥塞；而 PFC暂停将进一步加剧队头阻塞，使局部瞬时拥塞演化为全局暂停传输的问题。
随着链路速率从 100 Gbps迈向 400/800 Gbps，调优与运维成本成倍增加，传输协议正从网络调优问题上
升为智算集群保障训推系统稳定性的关键因素。

在工业界，传输协议正从依赖无损底层网络转向协议内实现可靠性，形成可丢包、快恢复的核心设计
原则。PFC的传统避免丢包思路难以适应多跳、爆发性强的智算通信场景，企业开始采用主动容错机制重
构协议体系。Google Falcon [258]融合多种传输协议，通过传输延迟感知来调整速率控制、硬件级 pacing
与多路径传输机制在有乱序、网络抖动与拥塞的以太网上保持稳定且高效的吞吐；华为 DCP [260]构建有
损数据面 +无损控制面的架构，通过包头报文驱动 RDMA网卡实时重传并实现接收端的乱序写入操作，
有效改善 RDMA流在大规模并发下的性能损失。Meta在大规模训练中采用由 NCCL直接驱动的接收端准
入控制 [261]，避免 DCQCN算法的被动响应机制带来的速率振荡；阿里巴巴 HPN [262]则通过双平面网
络、多路径传输机制，使训练流量能够充分使用网络带宽。这些实践共同表明：工业界已经从底层网络
保证无损转向协议承担高效可靠性。

在学术界，传输控制研究正突破 RTT级反馈机制的限制，迈向端–网协同与亚 RTT级实时调节。新
一代研究不再依赖端到端 ECN或 RTT的长反馈周期，而是通过交换机级轻量信号与亚 RTT决策实现高
精度控制。BFC [264]利用逐跳反压机制降低交换机队列长度；Bolt [263]通过亚 RTT级拥塞信号反馈实
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现微秒级速率收敛；Poseidon [274]借助轻量带内遥测信号获取瓶颈链路准即时状态，避免多跳拓扑下的
误判；ACC [275]则通过 ACK时序构建高效网络传输模型，使协议能够在一个 RTT内完成排队清空与快
速恢复。这些研究展示了一个明确趋势：协议控制回路正在从端到端向端–网协同演进，并通过更丰富的
反馈信号（INT等）实现对突发流量与尾部延迟的高效控制。

总体来看，面向智算的传输协议体系正在从无损网络迈向协议保障可靠的弹性体系。未来传输协议
设计将以容忍丢包、快速恢复、拓扑协同为核心特征，通过智能拥塞控制、多路径友好策略、亚 RTT信
号以及与训练框架的深度耦合，实现对智算流量更高效的性能保障。随着智算中心规模持续扩大、网络
速率持续提升以及训练任务更趋复杂，传输协议的能力将直接决定模型训练周期、资源利用效率与系统
稳定性，并成为未来智算基础设施建设与算网融合中的关键战略方向。

2.3.2 算间网络实现跨数据中心互联 DCI

随着智算中心从单集群形态走向多集群、多园区、跨地域的体系化布局，模型训练流、参数同步流和
跨中心调度流逐渐突破单一数据中心边界，延伸至区域级乃至省际级网络。跨域链路的 RTT从微秒级上
升至数百微秒甚至毫秒级，链路带宽呈现明显的时变特征，路径抖动与随机丢包更加普遍，传统依赖低
时延和域内无损的通信模式在新环境下面临失效风险。同时，PFC在长链路中的传播距离大幅增加，带
来缓冲占用急剧上升和链路阻塞放大等问题，使端到端无损难以在跨中心环境中维持。算间网络因此成
为新型算力基础设施中的关键承载点，其网络设计需要从物理链路、传输协议到调度策略全方位适配新
型跨域环境特征。

在跨数据中心场景中部署 RDMA，对传输层提出了与域内完全不同的技术需求。大的带宽时延积链
路要求发送端维持更大的拥塞窗口以充分利用带宽，而长 RTT又显著拉长反馈回路，使传统基于快速反
馈的拥塞控制难以稳定。同时，链路级丢包不可避免，且恢复周期被大幅延长，传统依赖 PFC机制抑制
丢包的方式难以持续。因此，跨域 RDMA需要具备应对大 RTT的稳态控制能力、对丢包可快速恢复的传
输机制、对路径变化更强的适应能力，并在架构层面构建域内与域间差异化的拥塞控制机制。同时，需
要在跨区域的边界形成可观测、可编排的调度平面，以缓解跨域流量对域内网络的影响。这些需求推动
RDMA从低 RTT、无损依赖的设计迈向高 RTT、可控优先的体系重塑。

产业界正在通过增强控制能力与构建分层治理机制推动 RDMA的跨域化落地实践。Microsoft Azure
[265]在区域级部署中，通过数十公里光纤互联多个数据中心，使 RDMA提升至更大地理范围。工程实践
表明，长 RTT使 DCQCN的控制周期和收敛过程显著变形，而 PFC范围扩大带来缓冲区成本上升与链路
暂停的扩散风险。为此，Microsoft通过调优 DCQCN参数、优化交换机缓冲策略、提升链路稳定性等多
维措施，使 RDMA在跨机房链路中保持可控性能。经验说明，RDMA并非无法跨域，但跨域部署必须依
赖更强的跨域边界控制能力、更细粒度的链路调优与跨层次治理机制。

学术界围绕跨域 RDMA面临的结构性挑战提出了多项体系化创新。SWING [266]在数据中心边界构
建轻量级 PFC传播技术，使 PFC信号提前传输至远端节点并提前暂停处理，以缓解跨域环境中的缓冲放
大和排队扩散。ATC [267]则从系统架构层面提出将控制环路从端侧迁移至跨域边界，由边界交换机统一
汇聚 ECN、RTT、INT等多源拥塞信息并进行快速速率调整，将端到端的长回路拆解为多个低延迟的局部
回路，从而在跨域场景中实现吞吐稳定、队列长度可控，并减少跨域流量对域内业务的干扰。这些研究
逐步形成共识：跨域 RDMA的关键在于构建可控的跨域边界，以替代端到端的长回路控制。

总体来看，跨数据中心 RDMA网络正从无损延伸迈向分层可控的体系化架构，是未来算力网络协同
的关键方向。未来跨域 RDMA将以域内保持无损语义，域间采用可控流控，边界承担增强调度为核心框
架，同时结合多种拥塞信号和跨域路径选择机制，实现大 RTT环境下的稳定性能与高的带宽利用率。随
着跨园区训练、跨地域推理和全国算力资源池调度成为常态，跨数据中心 RDMA的稳定性、可控性将直
接决定国家算力网络的协同效率、训练规模上限与算力成本结构，其重要性将持续提升并成为智算基础
设施竞争力的核心组成部分。
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2.3.3 入算网络支撑用户算力接入 DCA

随着云网基础设施从传统 IDC演进至面向大模型训练、推理与持续数据供给的 AIDC，数据中心接
入网络不再仅仅承担南北向访问入口，而是成为数据能否快速进入算力体系的决定性环节。从企业到边
缘产生的 TB级样本、长周期迭代训练所需的持续数据流、推理服务中跨区域的 KV缓存同步，都使数据
入算路径呈现出高并发、高通量、高时效的新特征。如果入算链路的吞吐、时延抖动与路径调度能力不
足，会直接拖慢训练迭代速度、降低算力利用率，甚至使大规模推理服务无法稳定运行。因此，新一代
DCA必须从传统接入通道升级为具备高带宽供给、可预测性能与业务感知能力的战略入口，以支撑数据
从入云走向真正的入算。在这一演进趋势中，弹性传输正成为入算网络技术体系的核心特征。

产业界已围绕弹性传输展开体系化实践。头部云厂商与运营商均在探索面向入算场景的高弹性、高
可保障的传输能力。在协议侧，阿里云 Solar-RDMA [268]等高性能协议栈实现微秒级链路利用调节，使数
据注入在负载突增情况下依然保持稳定吞吐；其 vFabric [269]技术进一步实现可预测选路与可保障带宽，
为企业数据入算提供确定性通道。在算网融合方向，中国电信“息壤”算网平台构建跨地域 20ms级的算
力调度网络，使新疆哈密绿色算力可与京沪万卡算力池协同，体现了跨域弹性传输的能力 [270]；“智云上
海”项目则通过全互联架构将近千节点边缘集群与临港智算中心打通，实现 TB级数据分钟级入算 [271]。
腾讯云在架构层面基于专线 +云联网 +私网构建可伸缩、可自控的企业入算路径，并在网卡层引入智能卸
载与虚拟化能力，以应对流量瞬时波峰。这些实践共同展示了产业界正从提升链路带宽转向构建可扩展、
可调度、可保障的弹性传输体系，其目标是让数据注入不再成为训练与推理任务规模化的瓶颈。

总体来看，入算网络正从连接型基础设施走向具备弹性调度能力的算力入口。弹性传输能力使 DCA
能够在多业务、多来源、高通量的数据注入需求下保持可控性能，为大模型训练提供持续稳定的数据供
给，并在推理服务中保障跨区域状态同步与流量分层调度。它不仅关乎带宽扩容，更关乎算力体系能否
高效运转。未来 DCA将成为 AIDC的前置调度层，其功能将从带宽承载进一步扩展至任务感知、跨域编
排与算网联动，成为智算中心中优先投入、必须重构的关键基础设施。

2.4 热点方向六:云边端协同

云边端协同旨在构建覆盖数据、任务与模型全链路的跨层级协同框架，实现云–边缘–终端资源与能
力的结构化组合与动态协作。通过在体系内形成多层资源的可编排组织方式，支撑数据的分级处理与共
享、任务的多点协同执行以及模型的持续更新与分发，从而使不同层级的能力能够以一致的方式被调用、
组合与演进。围绕这一体系，下文将从数据协同、任务协同和模型协同三个方面展开，分别讨论数据流
动的组织治理机制、任务执行的跨层调度机制以及模型生命周期管理与演进机制。

2.4.1 数据协同构建跨层级数据流通体系

在云边端一体化计算体系中，数据协同作为承载智能服务的基础能力，其核心使命在于实现数据的
高效获取、分布式处理、安全共享与跨域协同训练。伴随物联网终端数量的急剧增长、多模态数据的普
遍生成、隐私保护法规的日趋严格、以及大模型驱动下对海量高质量数据的需求不断增强，数据协同的
研究开始从传统的数据汇聚与存储问题，逐步转向分布式智能、实时处理、多源协作以及可持续学习等
更具前瞻性的方向。在这一背景下，群智感知与联邦学习构成了当前数据协同研究中最具代表性的两大
技术体系。

2.4.1.1 群智感知：多模态感知与边缘智能的融合演进

群智感知已从早期以用户终端参与为主的移动众包模式，扩展为面向人、物、车、环境等多主体协
同的广域数据获取体系。随着智能手机、摄像头、多模态传感器、可穿戴设备、工业终端和车联网设备的
普及，数据在边缘侧呈现出规模大、模态多、频率高和隐私敏感性强等特点，使得传统中心化数据采集
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表 2.5: 云边端协同研究领域热点

研究点 研究方向概述 会议及期刊 研究主要关注点与代表性工作

数据协同

面向云边端多源数据的
分布式感知与协同学习
需求，通过多模态对齐、
数据治理与隐私前置机
制提升感知效率与数据
质量，并在联邦学习框架
下结合个性化优化、通信
压缩与安全聚合，实现高
效、可信的跨端协同。

CVPR

NeurIPS

ICLR

SIGCOMM

NSDI

S&P

CCS

• 群智感知：Meta、Google、字节跳动等在多模态融合方向提出对
齐与统一表征方法 [276, 277, 186, 185]；MIT、UIUC、Stanford等在
数据治理方向通过语义压缩等提升协同效率 [187, 188, 191, 278]；
Cornell、Stanford等在隐私前置方向提出可控扰动、本地差分隐
私等机制 [279, 189, 190]；中国电信云研院与吉大提出多尺度补
全模型，Google在安卓体系中部署端侧数据分析体系 [280, 281]。

• 联邦学习：NUS、UIUC、CMU等研究在非独立同分布下通过表
示约束、个性化优化等提升多源数据收敛稳定性 [192, 193, 194]；
MIT、Google等研究通过梯度压缩、稀疏编码与分裂优化减少通
信规模 [282, 283, 284, 285]；在隐私与安全方面，Stanford、Harvard
等提出差分隐私、鲁棒聚合机制等 [286, 287, 288, 289]；Apple在
iOS生态部署结合差分隐私等端侧协作学习体系 [290]。

任务协同

在云、边缘和终端各层之
间，根据任务特性、资源
状态和服务需求，动态决
定任务的分发、卸载、迁
移与联合执行方式，实现
整体系统的性能最优。

SIGCOMM

INFOCOM

ICDCS

IPDPS

ISIT

• 计算卸载：香港科技大学、哥廷根大学提出任务分层与动态卸载
策略，提升边缘与云端资源利用率及服务效率 [291, 292]；上海
交通大学、香港科技大学通过智能决策与多主体协同算法，实现
自适应卸载优化 [293, 294]；大连理工大学、东南大学在多维安全
机制和迁移连续性保障方面推动云-边-端大规模落地 [295, 296]。

• 服务编排：比萨大学、吉林大学通过多层架构下的服务分解与
自动化调度，推动云-边-端高效资源协同 [297, 298]；清华大学、
香港城市大学结合智能优化算法，提升系统弹性和任务流转效
率 [299, 300]；清华大学、东北大学提出多域安全与流程治理方
案，保障复杂业务场景下的可信服务交付 [301, 302]。

模型协同

通过对深度学习模型的
合理分割与迁移适配，充
分利用云边端的异构资
源，协同实现模型推理过
程的优化与智能服务能
力的跨域迁移。

INFOCOM

ICDCS

MobiCom

SenSys

KDD

TMC

• 模型分割：中国电信云研院团队针对网络波动对特征传输的影
响，提出了基于冗余编码和特征恢复算法的高可靠特征传输算
法 [303]。中科大团队针对端侧有限的算力资源，结合量化与早
退机制设计了自适应的模型压缩算法 [304]；天普大学团队针对
多样化的异构端侧资源，设计了自适应的模型分割方法 [305]。

• 模型迁移：北理工团队面向端云资源差异，设计了模型分解与集
成算法实现高效推理 [306]；北邮团队面向边缘任务种类的复杂
多变，设计了端云协同的模型微调方法快速适配新兴应用 [307]；
上交团队面向推理任务差异化的能力需求，设计了模型路由算
法，灵活地选择任务的执行位置 [308]。

模式无法满足实时性与安全性要求。因此，近三年的研究重点逐渐从广泛采集转向智能、高效、可信的
分布式感知。

多模态融合已成为近年来群智感知系统演进的核心驱动力，其关键目标是在端–边分布式环境中实现
对视频、语音、雷达、序列信号等多源数据的统一表达。随着传感器类型的丰富与规模的增长，系统需要
在设备本地进行多模态间的轻量融合与语义对齐，以降低带宽压力并提升实时响应能力。相关研究通过
结构轻量化的跨模态表征方法增强分布式场景下的感知一致性，并探索统一表示空间以支持多源异构模
态在边缘环境的协同表达 [276, 277, 186]。与此同时，自监督跨模态重建与模态补全机制被用于应对模态
缺失、噪声干扰等复杂条件，使系统在非完备数据输入下仍具备稳健的语义理解能力 [185]。这些进展推
动群智感知从多源数据汇聚迈向语义一致的多模态智能表达，显著增强了数据协同的上层基础。

数据质量控制与结构化前处理正在成为群智感知支撑数据协同的关键环节。该技术核心在于将数据
治理能力从云端前移到端–边侧，使进入协同链路的数据更加紧凑、准确与可信。在实际群智感知系统中，
数据质量参差不齐、缺失严重和冗余度高等问题普遍存在，因此提升数据在源头侧的有效性成为必要前
提。近期研究表明，通过对数据可信度、噪声水平、空间覆盖和任务相关性进行联合建模，可有效提升数
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据可用性并减少协同过程中的不一致性 [278]。与此同时，边缘节点上的关键帧提取、语义压缩与结构化
表示生成等轻量机制能够减少上行数据量，并在多节点之间形成一致的数据表达，为后续协同分析提供
更高质量的输入 [187, 188, 191]。

中国电信云计算研究院与吉林大学联合团队在移动群智感知数据稀疏问题上提出了基于时空金字塔
结构的多尺度数据补全框架，该工作针对移动群智感知数据稀疏性、异构性和多尺度特征等问题，通过
构建多尺度嵌入、时空金字塔结构以及跨尺度注意力机制，有效捕捉群智感知中不同空间尺度与采集密
度之间的复杂关联关系，为交通管理、环境监测和灾害响应等场景提供了更高质量的数据输入。这类研
究进一步验证了数据治理能力前移的必要性，也是边缘侧数据协同从被动采集走向智能补全的产业实践
案例 [280]。国际产业实践中，Android系统中部署的端侧数据筛选机制通过本地完成数据清洗、质量评
估与结构化处理，使统计特征在无需上传原始数据的前提下即可被利用，从而有效支撑了大规模移动设
备的安全数据协同 [281]。这些案例表明，数据治理能力前移正在成为学术界与产业界的共同趋势。

隐私前置与可信数据贡献机制正在成为群智感知应对数据安全风险与合规需求的关键路径。随着视
觉、语音和位置类数据的敏感性不断提升，系统需要在采集端完成隐私保护，使数据在进入协同链路前
即具备安全属性。相关研究在端侧隐私扰动、可逆模糊化与动态屏蔽等方向上取得进展，通过在本地对
敏感区域进行结构化模糊与扰动，在不显著牺牲任务性能的情况下降低隐私泄露风险 [279]。同时，可验
证的匿名贡献机制通过安全求和协议支持跨机构协同分析，确保在无需暴露个体信息的前提下实现数据
贡献的真实性与可审计性 [189]。进一步的设备侧差分隐私机制表明，在源头进行随机化处理可有效抵御
推断攻击，提升协作场景下的隐私保障能力 [190]。这些隐私原生设计正推动群智感知从传统的上传后保
护转向采集端保护，为数据协同的安全性和可持续运行奠定基础。

2.4.1.2 联邦学习：数据不出域条件下的协同智能建模

联邦学习作为一种在数据不出域条件下实现跨节点协同建模的机制，正在成为云边端体系中构建智
能应用的重要基础能力。随着数据隐私监管强化、终端数量增长以及跨域协作需求提升，联邦学习从传
统集中式学习的替代方案逐步演进为具备多源协作、隐私保护与持续优化能力的智能系统。当前研究主
要聚焦于非独立同分布数据适配、通信效率提升与可信安全机制三个方向。

非独立同分布适配与个性化建模能力已成为联邦学习鲁棒性提升的核心基础。在云边端体系中，各
终端侧数据常呈现标签偏移、特征差异与采样不均等问题，导致本地模型难以直接对齐全局模型，从而影
响整体收敛性能。为此，研究提出了多种提升分布异构条件下训练稳定性的机制，包括在本地训练中引
入全局表示约束以缓解特征偏移，通过个性化优化方式同时兼顾全局共享能力与本地适配能力，以及通
过在优化目标中加入近端正则项提升模型在强异构场景下的稳定性 [192, 193, 194]。这些方法从表示、结
构与优化层面增强了模型对终端侧差异化数据的适应性。产业实践中，移动端协作学习框架通过在本地
构建个性化模型并在服务器侧进行安全聚合，实现了在大规模异构设备间的稳定部署 [309]。

通信效率优化与协同调度技术正在成为联邦学习规模化部署的关键保障。模型更新通常具有高维特
征，其在大规模系统中的频繁传输会带来带宽压力与较高的通信成本。针对这一问题，相关研究提出了
多种更新压缩机制，通过梯度稀疏化、量化与结构化编码显著减少单轮通信量，并在弱网条件下提升模
型更新的可靠性 [282, 283]。与此同时，通过将训练过程拆分为局部子问题求解与周期性交互的方式，可
有效降低通信频次并改善训练效率 [284]。面对终端掉线、网络波动等通用场景，异步协同机制允许各节
点按照自身节奏上传更新，从而提升系统对动态网络条件的适应性与整体可用性 [285]。通信侧的一系列
优化推动联邦学习从高频同步通信逐步演化为更加弹性与自适应的协作模式。

隐私保护与可信协作机制已成为联邦学习满足安全合规要求的关键前提。尽管联邦学习避免了原始
数据的直接共享，但模型更新仍包含潜在敏感信息，在缺乏保护的情况下可能被用于重建输入数据或推
断用户属性。为应对这些风险，研究引入了多种保护机制，例如通过在，模型更新中添加噪声抑制敏感
信息泄露，通过鲁棒聚合过滤恶意或异常更新，并通过可验证的安全聚合协议确保不同参与方的更新在
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跨组织协作中的真实性与可信性 [286, 287, 288, 289]。在实际应用中，设备端联邦学习框架通常结合安全
硬件、差分隐私与安全聚合机制，为隐私敏感型任务提供可信的模型训练环境 [290]。

总体来看，联邦学习正从统一模型的集中式优化范式向个性化建模、通信高效、可信协作的综合体
系演进。非独立同分布适配提升了模型在真实环境下的普适性，通信优化增强了系统的可扩展性，隐私
与安全机制确保了跨主体协作的可信运行。随着行业对跨域数据协作与本地化智能的需求持续增长，联
邦学习将在未来云边端智能体系中发挥愈加关键的基础性作用。

2.4.2 任务协同实现多点协作与动态调度

在云边端一体化计算体系中，任务协同是指在云、边缘和终端各层之间，根据任务特性、资源状态、
网络状况和服务需求，动态决定任务的分发、卸载、迁移与联合执行方式，实现整体系统的性能最优。任
务协同作为实现智能服务和高效资源利用的核心机制，其使命在于实现计算任务在不同层级间的合理分
配、动态迁移与高效协作。随着终端智能化水平的提升、边缘计算基础设施的完善，以及 AI驱动的多样
化应用需求不断增长，任务协同的研究范式正向云边端分层自治、协同优化的方向演进。

2.4.2.1 计算卸载：弹性调度任务以提升系统性能

计算卸载作为云边端协同计算体系的核心环节，通过将计算密集型与延迟敏感型任务从终端动态分
发到边缘节点或云端，有效提升了整体资源利用率与用户体验。近年来，随着网络基础设施升级与智能
算法的广泛应用，计算卸载正从传统的静态分发向自适应、智能协同和多目标优化加速演进，成为移动
应用、大规模物联网、工业控制等场景的重要支撑 [291, 292, 310]。

任务分层与动态卸载策略是提升卸载效率的核心基础。在实际部署中，任务分层与动态卸载策略通
过对任务类型、数据依赖关系和终端资源状态的细致分析，实现任务在本地、边缘、云端三层间的灵活
迁移。以移动设备为例，简单的数据采集与控制逻辑可由本地处理，资源消耗较大的视觉推理、语音识
别等任务则按需卸载到邻近的边缘节点 [311, 312]。动态卸载策略要求系统实时感知终端负载、网络带宽、
延迟波动等多维状态，并结合服务质量目标和能耗约束进行任务调度。在多无线接入、节点异构的复杂
环境下，任务 DAG分解、资源动态映射等方法已被广泛应用，极大提升了多任务、多用户场景下的系统
吞吐和公平性 [313, 314, 315]。此外，智能终端与边缘节点之间的协同调度，以及对历史运行数据的智能
分析，进一步推动卸载策略向自适应与智能化方向演进。

智能决策与多主体协同算法推动卸载机制自适应和高效化。面对复杂动态的网络环境和多样化的应
用需求，传统基于规则的静态卸载策略难以满足实际需求。近年来，基于马尔可夫决策过程（MDP）[293]、
深度强化学习（DRL）[294]等先进智能算法被广泛应用于卸载决策优化，能够根据系统当前状态和历史
经验进行自适应学习与调整。多主体协同算法为大规模系统带来全局最优的卸载决策，支持终端与边缘、
边缘与云之间的实时负载均衡和资源共享 [316, 317]。这些算法不仅提升了系统的吞吐率和资源利用率，
还增强了应对突发流量和网络波动的鲁棒性。结合用户行为预测、数据分析与进化优化等手段，卸载决
策的实时性、精确性和能耗控制能力不断增强，有效支撑了智能制造、智慧医疗和车联网等高要求场景
的落地应用 [318]。

2.4.2.2 服务编排：多层协同提升任务流转效率

服务编排是实现云边端多层异构计算资源统一调度和敏捷服务交付的关键技术。通过将复杂业务流
程拆解为可组合、可迁移的微服务，服务编排能够动态地将任务分配到最合适的云、边、端节点，极大提
升了系统的灵活性和资源利用率。随着物联网、智慧城市、智能制造等应用对实时性和弹性的要求日益提
高，服务编排体系持续拓展，涵盖了自动化管理、智能感知和多域安全等多个前沿方向 [297, 319]。

多层架构的服务分解与端到端编排机制。在多层次云边端混合环境下，服务编排的首要挑战是如何合
理分解复杂应用为服务功能链，并通过高效描述与自动化调度机制实现端到端流转 [298]。YAML、TOSCA
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等标准化工作流描述语言，以及 Kubernetes、OpenFaaS等开源平台，为多层服务分解、部署与弹性伸缩
提供了基础支撑。QoS感知的自适应编排框架，能够实时感知网络延迟、节点算力和服务依赖，根据实
际运行状况动态调整服务链部署位置，实现负载均衡和高可用性。此外，函数即服务 FaaS、微服务和服
务功能链 SFC等理念的引入，为大规模分布式系统的敏捷编排和自动化运维提供了坚实理论与实践基础
[320]。通过这些技术的协同，服务编排能够支持跨云、边缘、终端的业务连续流转和弹性扩展，满足不
同场景下的多样化需求。

智能化编排与自适应调度优化。面对动态变化的业务负载、资源约束和网络状态，传统静态编排方法
已难以兼顾系统性能和资源利用的最优平衡。智能化编排技术通过引入图神经网络、深度强化学习、多
目标进化优化等先进算法，能够结合网络状态、节点能耗、服务优先级等多维特征，实现任务的自适应
映射与弹性伸缩 [299]。如基于强化学习的云边端编排系统，能动态感知环境变化，实时优化服务链布局，
在保障延迟和资源约束的前提下，提升全局系统效能 [300]。此外，结合流量预测、异常检测与自愈机制，
智能编排系统能主动调整任务流转路径和资源分配，提升系统鲁棒性和服务连续性 [321]。这些技术的融
合有效支撑了智慧交通、应急调度、工业互联网等对高可靠性和强弹性的场景需求。

2.4.3 模型协同支撑智能能力演进

在云边端一体化智能体系中，模型协同作为打通云端算力优势与端边部署需求的核心纽带，其核心
使命是通过深度学习模型的分割、迁移、适配等方法，在资源异构、网络动态、任务多变的复杂环境下，
实现性能无损、时延可控、资源适配的智能服务交付。随着端边设备算力的持续提升、大型深度模型的
快速发展以及实时智能需求的日益迫切，模型协同已从传统的云端下发、端边执行单向模式，演进为端
云协同推理、边缘按需迁移、模型动态适配的双向互动体系。当前，模型分割与模型迁移构成了支撑这
一体系的两大核心技术路径，分别聚焦推理过程的协同优化与模型能力的跨域迁移，共同推动云边端智
能的高效落地。

2.4.3.1 模型分割：端云协同推理的过程优化与资源适配

端侧算力有限，难以承载参数规模庞大的大型模型，但作为离用户最近的计算节点，其本身具备一
定本地计算能力，能够快速响应简单推理需求；而云端虽拥有海量算力与存储资源，可高效运行大型模
型以保障推理准确率，却受限于数据传输的带宽约束与时延开销，无法满足实时性服务需求。为兼顾智
能服务的高准确率与低时延响应，模型分割成为充分整合端、边、云资源优势的核心方案——即将深度
学习模型按照层结构合理切分为多个部分，分别部署在端侧设备、边缘服务器和云服务器上。通过这种
分层部署与协同推理模式，模型分割既发挥了端侧“就近响应”的低时延优势，又借助云边的算力支撑
实现了高准确率，有效平衡了资源约束、传输开销与服务质量三者之间的关系。该领域当前的主要研究
主要围绕下列关键点展开。

针对端云协同推理过程中存在的网络波动问题，优化特征传输方法，提供高可靠、低时延的服务能
力。针对网络动态波动对特征传输带来的挑战，研究人员提出了动态卸载的方法，渐进式地向云端传输
特征的同时在本地继续执行推理任务，从而在网络状态不佳的情况下更多地依赖本地进行推理 [322]。针
对无线网络传输中随机丢包造成的干扰，研究工作设计了差错容忍的协同推理方法，在发送的特征数据
上进行随机交织编码和不等差错保护，从而提高对随机丢包的抵抗性 [323]。

近期，中国电信云计算研究院团队提出了高可靠的端云协同推理方法 [303]。如图 2.7所示，在端侧通
过不均衡冗余编码机制，有效保护移动设备提取出的重要特征的传输，在云端设计额外的特征重构模块，
恢复传输中可能丢失的特征。在真实测试平台上的实验结果表明，该方法能够在高丢包率的无线环境下
提供高可靠的协同推理服务。针对有限的网络带宽资源，中国电信云计算研究院团队进一步提出了基于
扩散模型先验的生成式编码方法 [324]。该方法在编码端提取轻量化特征，在云端利用扩散先验完成高保
真重建，在极低码率下有效提升重建质量。作为端云协同的一种新范式，该框架突破了传统编码的效率–
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图 2.7: 面向无线传输环境下的高可靠端云协同推理方法

质量权衡，为资源受限场景下的视觉传输与智能处理提供了极具潜力的技术路径。

面向端侧设备有限的算力资源，通过自适应模型压缩实现端侧推理加速。为了压缩神经网络模型，去
除冗余的模型参数，研究人员设计了基于判别感知的模型剪枝方法，利用注意力机制保留神经网络中最
具判别力的通道，自适应地进行模型压缩，同时保持较好的模型性能 [325]。研究工作 [304]在端云协同
的推理任务中，依据时间相近任务的相似性，为不同任务设置不同比特的定制化量化方法，并且结合早
退机制在任务调度中减少资源空置时间，提高多任务处理的并行度，从而在保障推理任务整体性能的同
时，提高了推理任务的整体吞吐量，降低了推理时延。

针对端侧异构计算资源和网络带宽差异，设计自适应的模型分割方法减小整体推理时延。在实际端
云协同场景下，多个异构的端侧设备将同时运行不同的深度学习模型，其差异化的计算资源和网络资源
将导致不同的时间延迟。对此，研究人员 [305]联合考虑多个推理任务的联合调度与模型分割位置，设计
了最优化算法，有效降低了并发推理任务的整体时延。与此同时，针对端云协同的 Transformer推理任务，
研究工作 [326]通过自适应的令牌合并技术使得模型的计算量和特征通信量逐层降低，并设计由网络带宽
决定的动态模型分割方法，灵活变更模型的分割位置，在动态网络环境下提升吞吐量，降低延迟。

2.4.3.2 模型迁移：云端能力向边缘的跨域赋能与按需适配

云端大模型经海量数据训练，具备优异的推理性能与广泛的泛化能力，但参数规模庞大、计算开销
高昂，难以直接部署在资源受限的边缘 /端侧设备；而边缘 /端侧设备作为服务落地的关键载体，虽能就
近响应需求、降低传输时延，却受限于算力、存储资源，其原生小模型往往存在性能弱、适配复杂任务能
力不足的问题。为克服这一矛盾，模型迁移成为打通云端能力与边缘需求的关键方案——即通过知识迁
移、轻量化适配将云端大模型的核心能力迁移至边缘 /端侧小模型，或根据任务需求灵活选择模型的执
行节点。这种跨域赋能模式既复用了云端大模型的训练成果，又适配了边缘 /端侧的资源约束，实现了智
能服务性能达标、时延可控、部署可行的多重目标。该领域当前的研究主要围绕下列关键点。

将云端的大型深度学习模型通过知识蒸馏等方式将能力迁移至边缘设备上的小型模型，提供就近的
低时延服务。为了在资源受限的边缘设备上部署深度学习算法，云端服务器模型能够作为教师模型，监督
在边缘设备上轻量级的学生模型的训练，在加速边缘模型训练过程的同时，降低边缘模型由于模型压缩
带来的性能损失 [327, 328]。最近，研究人员进一步设计了一种基于知识蒸馏的模型分解-集成算法 [306]，
将云端模型分解为多个子任务相关的小型模型，分布式部署在多个边缘设备上高效地执行并行推理，随
后通过特征聚合实现接近云端模型的良好性能。

面向灵活多变的边缘推理任务，利用云端的基础进行高效的模型微调，快速发布边缘模型适配新兴
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业务。云端服务器上部署的深度学习模型通常在固定的预训练数据集上具有良好的性能，然而直接应用
于边缘设备上复杂多变的下游新兴任务时，即面临严重的性能下降问题 [329]。研究人员提出通过低秩适
配的模型微调方法 [330]，不直接更新原始预训练模型的高维权重矩阵，仅添加少量低秩分解的可训练的
参数数量实现易于部署的快速模型适配。近期的最新研究提出了边缘环境可感知的端云协同模型定制方
法 [307]，通过获取边缘设备的上下文信息和无标签数据，从云端获取知识指导边缘小模型的定制化微调，
提升对本地数据的适配性，同时减少性能损失。

面向边缘场景中难易程度不同的推理任务需求，灵活地选择云端大模型或者边缘小模型，实现资源
与性能的最优平衡。当边缘设备直接承接全部推理任务时，受到有限计算资源的约束，难以保持复杂任
务的推理精度;而将任务全量上传至云端使用大型模型推理，会造成资源浪费和由传输时延导致的额外开
销。模型路由的方法能够根据任务的难易程度灵活地将用户请求分配至云端或边缘模型执行。例如，研
究工作 [331]针对目标检测任务中微小目标更难以被准确检测的情况，设计了依据微小目标的数量和尺
寸的轻量化传输决策器，仅传输少量困难样本至云端，在保持整体精度的同时，避免了大量传输造成的
时间延迟。研究工作 [308]针对文生图任务的差异化需求，通过多项图像生成指标决策哪些任务需要上传
至云端执行，在资源预算成本的约束下，最大化了图像的生成质量。

2.5 展望与建议

借鉴 Gartner成熟度曲线，本节构建了包含云网融合领域近 30项关键技术的成熟度曲线（如图2.8所
示），并给出本领域的研究展望和发展建议。
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图 2.8: 云网融合研究图谱技术成熟度曲线 2025

2.5.1 云网融合的未来研究方向和关键技术展望

面向智能云网体系，云网一体化调度将进一步从“资源整合”走向“资源融合”，在更大空间、更高
维度实现计算、网络、存储等资源的统一感知、统一决策与统一优化。其核心趋势包括：调度模型将朝着
统一描述任务结构、通信关系与资源状态的多模态方向发展，实现对算网全域行为的精准建模；调度方
法将基于最优化、组合优化等理论，引入在线学习、近似最优等策略，进一步降低大规模联合优化的计算
复杂度；调度系统将基于跨地域、多集群与多运营域的协同需求，以及面向大模型训推、智算服务等场
景低时延、高可靠的性能要求，进一步扩展到跨域资源协调与弹性流量治理，实现端到端性能的全局优
化。在这些趋势下，云网一体化调度将升级为面向全域的智能协同引擎，逐步具备在全域范围内提高资
源利用效率、提升系统性能并支撑多业务自适应优化能力，成为智能云网持续演进的核心驱动力。

未来智算云网基础设施将演化为面向“AI超级计算平台”的超大规模、异构、统一互联的云网基础
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设施，并从单域优化走向全域互联的系统化演进“AI超级计算平台”作为 Gartner发布的 2026年十大战
略技术趋势之一，是集成了高性能计算、专用处理器等的超大规模算力系统 [332]。根据预测，到 2028年
将有 40%的企业工作负载采用该混合计算架构。未来，智算云网基础设施将演化为面向“AI超级计算平
台”的云网基础设施，以实现支持数万乃至数十万计算单元的超大规模扩展性，高效整合 CPU/GPU/AI
专用加速器（AI ASIC）等多种异构计算资源，支持计算/存储间、节点内外统一互联的低延迟网络。同
时，网络传输将从单域优化走向全域互联的系统化演进。其中，智算中心网络内部研究将持续火热，包
括 Scale-Up/Out互联协议、异构通信库互通、智能流量调度等；另一方面，跨智算中心、跨地域算力调度
研究或将成为新的热点，以实现多智算中心算力资源的高效互联、协同调度与全域优化。

云边端协同体系正从静态分层的资源组织转向面向任务与语义的智能协同架构，其目标是实现跨层
级能力的统一抽象与高效编排，使数据、任务与模型在不同层之间实现更可控的流动与优化。随着大模
型与在线学习技术的发展，协同体系将进一步强化基于任务意图的自动化决策，通过对任务特征、数据
分布、模型复杂度和网络状态的综合感知，选择跨云、边、端的最优执行路径。同时，隐私计算与可信执
行环境将作为底层基础能力深度融合，为跨域数据使用与协作调度提供安全保障。围绕这些能力，协同
体系将更加注重可解释的策略生成、可验证的全链路协作安全以及可动态演化的模型部署方式，从而在
复杂场景中稳定支撑实时任务执行、高质量数据流动与模型持续更新，构建具有韧性与可演进性的协同
智能底座。

2.5.2 云网融合的发展建议

面向智能云网未来形态，需围绕联合建模、高效求解与跨域协同三个方向深化基础研究，形成可解
释、可扩展、可验证的调度理论体系。首先，在建模层面，应持续推进任务结构、通信关系与资源状态的
统一抽象研究，进一步加强对异构计算、网络与存储的刻画能力，为后续调度奠定更强表达力与可验证
性的模型基础。其次，在求解层面，应面向大规模联合优化中的复杂度瓶颈，开展分布式求解、图分解、
剪枝搜索以及在线学习驱动的快速近似策略等关键技术攻关，使调度在多约束场景下具备实时性与可扩
展性。第三，在跨域协同层面，重点研究跨域资源映射一致性、分布式调度稳定性，同时增强算网观测体
系、可编程网络能力与云网统一调度控制能力，为跨域资源编排与弹性治理提供可执行的底层支撑。通
过在这些方向上的持续推进，可进一步提升云网一体化调度的理论深度与系统刻画能力，为未来智能云
网的复杂业务场景提供坚实的算网联合优化基础。

面向智算云网基础设施，需加大推进产业标准化与开放性，并尽早关注跨界融合和交叉领域的研究。
标准化和开放性是智算云网基础设施发展的重要推动力。应进一步推动企业、科研机构共同参与制定技
术标准和规范，如统一集合通信库、统一通信协议、接口标准等，以确保不同设备和系统之间的兼容性
和互操作性；倡导开放硬件与软件平台，建立智算云网基础设施开源社区，允许企业与高校共享集群资
源，加速技术创新。同时，必须关注跨界融合和交叉领域的研究。未来新型网络架构、量子通信、边缘计
算等前沿技术有望进一步提升智算云网基础设施的综合性能；通过与人工智能、大数据、物联网等跨领
域融合，将形成更加丰富的智算服务生态系统。

推动智能模型在云边端的协同部署框架，并促进其规模化的应用落地。首先，开发轻量化跨平台智
算协同框架，兼容云边端异构算力资源的接入。依托中国电信“息壤”等智算服务调度平台的技术底座
与生态优势，聚焦技术适配与标准化攻坚，破解异构环境集成难题，实现模型在云边端间的无缝迁移与
动态适配。其次，完善前沿技术栈,提供一站式算力接入与模型部署方案。通过提供模型压缩、边缘适配、
性能调优等轻量化开发组件，降低中小企业的技术使用门槛，缩短从技术开发到实际应用落地的周期。最
后，构建协同框架开放共享的生态体系，激活全产业链参与活力。面向生态伙伴开放标准化接口与适配
工具链，支持第三方开发者、算力服务商便捷接入智算协同框架，扩大其影响力和用户规模。



第三章

围绕智能算法的研究

云计算深刻改变了信息服务的开发、部署、运维和计费方式，依托互联网构建起按需供给、弹性伸
缩和统一运维的云环境，使用户能够随时随地获取和管理算力、存储与网络等关键资源。在这一模式下，
企业通过虚拟化与按需付费机制显著降低了基础设施投入与运维成本，云服务也从单一行业扩展到医疗、
金融、制造、社交网络等广泛领域。行业分析机构普遍预计，在未来数年内，云计算将持续成为企业保持
竞争力和实现数字化转型的核心基础。与此同时，《新一代人工智能发展规划》[333]等国家战略文件，将
人工智能明确为带动经济社会转型升级的重要方向，并提出到 2030年建成世界主要人工智能创新中心的
目标，反映出智能算法正从通用技术工具逐步演化为推动产业升级和公共服务创新的关键支撑能力，实
质性地影响着经济结构和日常生活。

在此背景下，云计算与智能算法的深度融合正在重塑云—网一体化基础设施的技术格局。一方面，云
平台通过大规模算力集群和统一资源池，为大模型训练、复杂强化学习和多模态推理提供了可扩展的运
行环境，使得智能算法的算力需求在不依赖单一专用硬件投资的前提下得以释放；产业界也普遍认为，智
能算法的算力需求呈现出远超传统摩尔定律的增长趋势，进一步强化了云基础设施在智能时代的基础性
地位。另一方面，智能算法正嵌入资源编排、任务调度、流量工程、故障诊断和运维治理等关键环节，将
原本高度依赖人工经验的管理过程，逐步转化为数据驱动、自适应和可自动优化的决策过程。围绕这一
趋势，本章聚焦云计算和云网融合场景中的关键智能算法，从运筹优化、深度学习、强化学习、大模型、
智能体几个维度，系统梳理其问题建模思路、方法体系及在资源管理、性能保障和新型业务支撑中的作
用，为后续章节展开面向具体场景的技术路径与应用模式分析奠定基础。
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图 3.1: 围绕智能算法的研究图谱 (由云计算研究院总结形成）
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3.1 研究图谱 2025：云计算与云网融合中的智能算法

在云计算和云网融合的背景下，随着规模和复杂度的不断增长，传统依赖人工经验和静态规则的运
维方式在多租户、大规模和高动态环境下逐渐难以满足对性能、可靠性与运维效率的要求，亟需采用运
筹优化、深度学习和强化学习等方法构建可建模、可学习、可自适应的智能控制机制。同时，基于大语言
模型的新一代智能算法正在迅速发展，多模态与具身智能、LLM Agent与 Agentic AI等新兴领域的研究
正逐步渗透到实际应用中，推动应用开发范式的转型和人机协同模式的演进。本章旨在探讨智能算法在
资源调度、网络控制、自治运维和智能体构建等关键领域的作用，为后续关于安全、治理与产业实践的
分析提供技术基础。

在这一背景下，建立系统化的“研究图谱”以对云计算与云网融合相关的智能算法进行整理和动态
更新显得尤为重要。一方面，运筹优化、深度学习、强化学习以及 LLM Agent和多模态与具身智能等技
术方法，共同构成了支持智能基础设施与智能体应用的算法体系：前者主要应用于资源编排、流量工程
和能效优化，构成“算法赋能云计算 (AI for Cloud)”的基础能力；后者则面向任务规划、工具调用与环境
交互，代表了“Agentic AI”的发展方向。另一方面，随着算力需求、网络架构和模型范式的不断发展，智
能算法的研究重点也在不断演化。因此，需要通过图谱化的方式，持续跟踪和更新关键技术方向、方法
演化和应用趋势。图 3.1展示了这一研究图谱，帮助我们更清晰地了解各类技术的关系和发展脉络。本节
在此基础上，介绍了面向智能算法的云计算与云网融合研究图谱，并为后续的运筹优化、深度学习、强
化学习及 Agent相关内容的展开提供了框架。

3.1.1 趋势分析

在云计算和云网融合的演进过程中，智能算法正在从辅助工具转变为支撑资源编排、业务调度、网
络控制与运维治理的关键机制。围绕这一转变，可以从若干互相关联的技术谱系来梳理其研究图谱：运
筹优化为云—网系统提供可建模、可解释的资源配置与流量工程框架，是刻画约束、成本与服务等级目
标的数学基础；深度学习面向监控指标、日志序列与拓扑结构等多源数据，构建从时序建模到结构表征
的特征学习体系，为异常检测、性能预测与智能调优提供支撑；强化学习将云—网视作动态环境，在交
互过程中学习调度、路由与弹性伸缩策略，推动资源管理走向闭环自适应优化；大模型与智能体则把大
规模预训练模型与工具调用、任务规划相结合，增强云平台的跨任务、跨系统协同决策与自治运维能力；
面向空天地一体与低空场景，多模态与具身智能通过融合多源感知并形成感知—行动闭环，为自动驾驶、
无人机协同与虚拟实体控制等应用提供统一的云端算法基础。上述方法在资源优化、数据表征、在线决策
与具身交互等层面形成互补，构成后文讨论的云计算和云网融合场景下智能算法的主要研究方向。

运筹优化作为支撑云—网系统资源配置、任务调度与网络流量工程的核心数学工具体系，是推动大
规模云基础设施从经验驱动走向结构化、可建模、可解释决策范式的关键引擎。与依赖统计关联或深度
表征的学习式方法不同，运筹优化以目标函数与约束条件为中心，通过显式建模系统结构、资源容量、任
务依赖与成本收益，形成了一套可精确求解或近似求解的数学优化框架。在这一体系中，围绕云计算与
网络运营的离散化、连续化与多目标的问题形态，逐渐形成了三大技术谱系：一类以图优化与组合优化
为核心 [334, 335]，聚焦路径选择、拓扑规划、任务调度、资源匹配等离散决策问题，依托最短路径、最
大流、多商品流、整数规划等方法，为超大规模分布式训练拓扑设计、路由问题、任务分配与资源调度和
流量工程等场景提供理论可证的优化结果；第二类以线性规划、非线性优化及其扩展为基础，通过连续
变量刻画带宽分配、能耗优化、跨地理分布式调度等问题，在可行域具有凸性或可松弛时获得全局最优
解，为绿色数据中心、路由优化与分布式通信加速提供稳定、高效的求解机制 [336]；第三类则由启发式
与元启发式算法构成 [337]，通过遗传算法、模拟退火、粒子群与贪心策略等智能搜索手段应对高维、非
凸、动态环境下的复杂优化任务，在分布式推理调度、地理分布式数据中心成本优化与 GPU资源编排等
场景中展现了卓越的灵活性与实时性。三类方法分别在“结构精确建模—离散问题优化-连续可解优化—
智能近似搜索”技术路径上形成互补，为云网系统在性能、成本、能效和可靠性之间的多目标权衡提供
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了强有力的决策支撑。随着云网规模爆炸式增长、AI训练需求激增以及系统动态性显著增强，单一的优
化范式难以应对高度非平稳与高维耦合的复杂环境，推动运筹优化逐步迈向“优化模型 +学习机制”的
混合求解时代。通过引入模型松弛、问题分解、分布式求解以及在线自适应学习策略，运筹优化正成为
支撑未来智能云网基础设施的关键数学基础。

深度学习作为驱动新一代人工智能与培育新质生产力的关键引擎，正引领云计算体系从传统的资源
供给型基础设施，向融合智能算力、数据与算法的国家新型基础设施体系加速演进。在这一进程中，围绕
云场景中监控指标、日志序列、业务流量与基础设施拓扑等不同数据形态，逐渐形成了彼此衔接、相互支
撑的两大技术体系：一方面聚焦于欧式空间数据，技术脉络从早期的卷积神经网络 CNN（Convolutional
Neural Network）与循环神经网络 RNN（Recurrent Neural Network），逐步演进至以 Transformer与大语言
模型为代表的统一时序建模与语义理解框架；另一方面则面向非欧式图结构数据，形成了以图神经网络
GNNs（Graph Neural Networks）及 GTs（Graph Transformers）为核心的技术路线，实现对系统拓扑结构
与数据流动关系的统一表征。这两大技术谱系分别在序列建模、语义理解与结构认知层面形成能力互补，
共同构建起支撑 AI for Cloud的完整深度学习方法体系，为推进云计算从“可观测”走向“可理解、可协
同、可自治”的智能新阶段奠定坚实的算法基础。

强化学习是一类以“试错互动—奖励反馈”为核心机制、通过环境在线反馈自主学习最优策略的序
列决策技术体系。相较于依赖离线样本和静态模型的传统优化方法，强化学习将云平台与网络系统视作
动态环境，在“感知状态—选择动作—获得回报—更新策略”的闭环中持续迭代，将调度、路由、资源控
制等问题统一到长期收益最大化的框架下。从方法演进看，在线学习与多臂老虎机为轻量级的探索—利
用平衡提供理论基石，价值函数与策略梯度方法支撑了在复杂马尔可夫决策过程中的稳定优化，深度强
化学习借助神经网络突破了高维状态与复杂场景的建模瓶颈，而基于模型的强化学习则通过构建“数字
孪生”与系统模型在样本效率与安全性上取得优势。在云计算与网络基础设施中，强化学习正从作业调
度、弹性伸缩、流量工程、能耗优化等关键环节入手，推动资源管理从规则驱动走向数据驱动、自主演
化，使大规模云网系统具备更强的自适应性、鲁棒性与智能运维能力，成为建设新一代智能云网基础设
施的重要技术路径之一。

LLM Agent是以大语言模型为核心、能够通过自然语言自主理解目标、规划任务并调用工具执行行
动的自治智能体。相比传统 Agent，它在知识获取、泛化能力与交互模式上实现代际跃迁，通过模型推理、
工具使用和记忆机制的结合构建起“感知—推理—决策—行动”的语义闭环。围绕这一能力基础，LLM
Agent形成了由构建、协作与演化组成的方法论框架：构建层面强调角色定义、记忆管理、任务规划与行
动执行；协作层面涵盖集中式、去中心化与混合式多智能体组织；演化层面通过自反学习、群体共演化和
外部知识反馈不断提升策略稳定性与适应性。同时，工具生态为智能体提供知识检索、程序执行与应用
操作等能力扩展，评测体系则从通用任务、行业场景到多 Agent协作全面衡量系统的可靠性与智能水平。
借由这些能力的收敛，LLM Agent正成为构建可扩展、可协作、可演化智能系统的关键技术路径。

多模态与具身智能主要围绕如何融合多源感知与行动能力，构建能够在复杂环境中感知、理解并执
行任务的智能系统。多模态智能系统通过融合视觉、听觉、触觉等不同类型的感知数据，相较于单一模
态系统更有条件获得更丰富和精细的环境表征与信息处理能力 [338]。例如，在机器人领域，通过结合视
觉、语音、力觉等多种感知输入，机器人可以在复杂环境中完成目标识别、状态估计与交互决策等任务
[339]。具身智能强调通过实体存在与环境交互来获得和更新知识，凸显感知与行动的耦合关系，使系统
在物理世界中具备自主感知与行为生成能力，从而执行结构较为复杂的操作任务 [340]。这一研究路径的
核心在于将感知与行动统一到闭环中，使智能体不仅能够对多源数据进行理解，还能够通过自身动作和
反馈不断调整对环境的表征与策略 [341]。云计算在多模态与具身智能系统中提供算力与数据管理方面的
重要支撑，尤其是在处理来自多个传感器的大规模、近实时数据时，云平台可为感知数据融合、模型训
练与推理部署提供弹性资源 [342]。借助云端的集中计算与协同处理，多模态与具身智能体能够在动态环
境中高频更新决策与策略，为自动驾驶、智能机器人及虚拟/混合现实等应用提供关键技术支撑。
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3.1.2 方向聚焦

在上述智能算法谱系的基础上，本章后续将沿两条主线展开讨论：一条是基础设施智能化，3.2节以
AI for Cloud为核心，聚焦云计算与云网融合基础设施，将运筹优化、深度学习和强化学习嵌入资源编排、
流量工程、能效管理与自治运维等关键环节，构建覆盖算力、网络与数据中心的一体化智能底座；另一条
是智能体形态演进，3.3节以 AI Agent与 Agentic AI为主线，重点分析以大语言模型为核心的 LLM Agent
及其与多模态和具身智能的结合，如何在云端算力与工具生态的支撑下，演化为面向具体业务与场景的
自治主体与群体智能。前文归纳的五类算法中，运筹优化、深度学习和强化学习在 3.2 节中构成 AI for
Cloud 的三大方法论支柱，主要向下依托云基础设施实现可扩展的训练与部署；而 3.3 节中讨论的 LLM
Agent以及多模态与具身智能，则作为 Agentic AI的主要能力载体与交互形态，向上支撑多智能体决策与
具身交互需求。下文将围绕这两条主线开展系统梳理与深入分析。

3.2 热点方向七：算法赋能云计算

自 20世纪中叶人工智能概念 [343]正式提出以来，其发展脉络历经了从符号推理与专家系统为代表
的“第一代智能” [344, 345]，到以统计学习与大规模特征工程为核心的“第二代智能” [346, 347]，再到
以深度学习与大模型为标志的“数据驱动智能”阶段的演进 [348, 349]。与此同时，云计算于 2006年前后
以 Amazon S3/EC2等服务为标志实现商业化落地 [350]，推动计算与存储完成从本地部署向按需供给、弹
性扩展的范式转型，逐步构建起支撑全球数字经济发展的关键基础设施。

这一技术演进路径在我国获得系统的政策响应与战略牵引。自“互联网 +”行动实施及《新一代人工
智能发展规划》 [351]发布以来，国家层面持续推动人工智能与云计算、网络基础设施的统筹布局，明确
将 AI定位为驱动经济结构转型与培育新质生产力的战略引擎，并设定 2030年建成全球主要人工智能创
新中心的目标。随后，《算力基础设施高质量发展行动计划》 [352]等政策进一步将“智能算力”“算力
网络”纳入新型基础设施体系，设定总算力规模与智能算力占比等具体目标，系统构建面向大模型的智
算中心与全国一体化算力调度体系。在国际层面，我国积极提出人工智能能力建设与治理合作倡议 [353]，
倡导以智能基础设施互联互通与“AI+”融合应用推动实体经济发展，参与构建开放、安全、可信的全球
智能治理生态。这一完整的政策体系为“Cloud for AI”范式奠定了制度基础，使云平台成为支撑 AI规模
化训练与推理的可靠算力底座 [354]。

随着云原生与多云架构的广泛普及，资源形态日趋异构、服务依赖关系愈加复杂，系统治理难度显
著提升 [355, 356]。在此背景下，AI与云的关系逐步从“Cloud for AI”所体现的单向算力支撑，演进为双
向赋能、深度融合的共生体系：云作为 AI训练与推理的算力基座持续发挥作用，而 AI技术则反向驱动
云系统在运维、调度与治理层面的全面智能化，催生出以 AIOps、智能调度与自治云平台为代表的“AI
for Cloud”新范式 [357, 358]。该范式基于对监控、日志、拓扑等多维运行数据的统一建模，实现从资源
管理、故障定位到能效优化的系统级智能 [359, 360]，推动云基础设施从传统资源供给模式演进为具备自
感知、自优化与自适应能力的智能实体。“Cloud for AI”与“AI for Cloud”由此共同构成智能基础设施发
展的双轮驱动，分别回应“AI如何在云上运行”与“云如何运行更优”的核心命题。

在此基础上，本节从算法视角将 AI for Cloud划分为运筹优化、深度学习与强化学习三大方法论体
系，系统阐释“算法驱动—数据驱动—决策驱动”在云环境中的协同演进逻辑。运筹优化 [361, 362]基于
明确目标函数与约束条件，为资源调度与网络规划提供可解释的理论基准；深度学习 [363, 364, 365]依托
云环境中高维、多源、大规模数据，构建系统感知与预测能力，是实现环境可观测与模式识别的核心支
撑；强化学习 [366, 367]则面向动态环境中的连续决策问题，通过交互学习实现自适应控制与策略执行，
形成从感知到决策的闭环。三者层层递进、互为补充：运筹优化奠定结构化建模基础，深度学习提供表
征与推断能力，强化学习完成在线优化与自主控制。基于这一框架，后续将依次阐述三类方法的基本原
理、关键技术及其在云与网络系统中的典型应用，并展望其在云–网–算一体化设施中的融合趋势。
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表 3.1: AI for Cloud的主要研究领域

研究点 研究方向概述 会议及期刊 研究主要关注点与代表性工作

运筹

优化

运筹优化算法是一套基
于约束条件、目标函数极
值求解的系统化数学方
法论，在云网系统关键任
务中具有核心作用。通过
将多维资源约束、通信拓
扑与任务依赖建模为可
计算模型，并借助松弛等
策略，将高维离散与连续
变量映射至可优化空间，
实现高效求解。依托其可
验证性、可解释性与理论
最优性，该方法体系能够
为资源管理、任务调度、
网络拓扑设计、流量工程
和数据库等复杂问题提
供最优或近似最优解。

SIGCOMM

NSDI

INFOCOM

ICDCS

IEEE JSAC

TC

NeurIPS

• 图优化与组合优化：清华大学团队 [368]基于图模型构建高带宽低时延的高效
互联结构，提出 ZCube拓扑结构，旨在提升高性能计算环境中集合通信的性能
与成本效益。华盛顿大学团队 [369]探讨了直连拓扑结构，并使用多商品流算
法对直连网络的带宽利用、流量分布和拥塞管理进行优化。剑桥大学团队 [370]
研究了直连拓扑结构上的 AlltoAll集合通信调度，并提供接近最优吞吐量的拓
扑结构。Google [371]的 B4系统将流量工程问题抽象多商品流优化问题，展示
了在大规模 WAN 资源调度的工程可行性。微软 [372] 通过构建图结构索引以
实现向量数据库近似查询问题。香港科技大学团队 [373]采用混合整数线性规
划优化分布式作业调度和资源分配，以满足包括截止时间和延迟的调度目标。

• 最优化方法：北京航空航天大学团队 [374]利用内点法将利润最大化问题建模
为凸优化问题，提出一种地理感知任务调度方法。北京邮电大学团队 [375]提
出一个带有延迟约束的优化模型并通过 Gibbs采样方法平衡任务卸载和资源分
配，提高任务处理能力和资源利用率。

• 启发式与元启发式算法：新泽西理工学院团队 [376]结合遗传算法、模拟退火
和粒子群优化将能源成本最小化建模为非线性约束优化问题，提出利用地理分
布数据中心的时空任务调度算法。上海交通大学团队 [377]采用遗传算法优化
6G移动通信系统中的任务安排，以最小化推理延迟，同时保持系统可靠性。

深度

学习

以多层非线性表征与端
到端特征学习为核心，通
过从大规模多源异构数
据中自动提取多尺度表
示，将监控指标、日志序
列、业务流量与拓扑结构
等映射到低维稠密的可
计算特征空间，为负载预
测、异常检测、根因定位
与能效建模等任务提供
可复用的建模范式，支撑
复杂云环境下的精细感
知与全栈智能分析。

NeurIPS

EMNLP

AAAI

ICML

SIGCOMM

TPDS

• 传统深度学习方法：多伦多和蒙特利尔大学等团队 [363, 378, 379, 380] 确立了
CNN、RNN及其变体在非线性特征提取中的核心地位；墨尔本大学等团队 [381,
382]利用序列建模挖掘日志规律以预测工作负载；清华和南开大学等团队 [383]
在智能运维方向提出 KPI联合预测与异常检测框架，构筑可观测云的感知基石；

• Transformer与大模型： Google和 OpenAI等团队 [365, 384, 385]基于自注意
力机制奠定了大规模预训练范式；北航和清华大学等团队 [386, 387]利用该架
构统一长跨度时序建模，实现流量与能效的高精度预测；Microsoft和阿里等团
队 [388, 389]将其拓展至语义运维，部署 Cloud/Ops Copilot辅助自动化决策；

• 图神经网络与 Graph Transformers： DeepMind等团队 [390, 391, 392]提出消
息传递机制以显式刻画非欧式空间结构；卡尔顿大学等团队 [393, 394, 395] 将
其引入虚拟网络嵌入与资源动态分配任务，解决复杂映射难题；南开大学等团
队 [396, 397]针对微服务调用链构建依赖图谱，实现复杂故障的根因定位，确
立了云基础设施的结构化建模范式。

强化

学习

通过智能体与环境的交
互进行学习，以试错互动
和奖励反馈为核心机制，
不依赖标注数据，通过在
线反馈来学习最优决策
序列，在“感知状态—选
择动作—获得回报—更
新策略”的闭环中持续迭
代，将调度、路由、资源
控制等问题统一在长期
收益最大化的框架下。

ICML

NeurIPS

ICLR

CoLT

AAMAS

RLC

• 在线决策与老虎机算法：塞吉巴黎大学在 K8S资源调度、边缘计算资源分配等
实时决策场景中应用老虎机算法 [398, 399]，将决策过程视作一轮轮的重复博
弈，进行探索—利用的权衡 [400, 401]；

• 经典强化学习算法: NVIDIA团队在能耗管理、负载均衡等状态空间规模有限的
场景中基于马尔可夫决策过程描述环境变化 [366, 402]，对系统负载、资源情况
等状态进行刻画 [403, 404]；

• 深度强化学习算法: 华为、Google等团队在多维资源打包与作业调度中使用强
化学习算法 [360, 405, 406, 407]，利用深度网络处理图像、时序信号等系统状态；

• 基于模型的强化学习:谢里夫理工大学团队为了降低环境交互成本，避免系统
风险，在资源分配问题中学习环境模型，并利用所学模型模拟决策结果、规划
决策序列，提高了策略安全性和样本效率 [408, 409, 410, 411]。

3.2.1 运筹优化算法及其应用

运筹优化算法是在约束条件下对目标函数进行极值求解的技术与理论体系，广泛应用于云网系统中
的资源管理、任务调度、网络设计、流量工程、数据库等问题。随着计算规模和网络环境的复杂性增加，
传统的基于规则或静态优化的方法在处理动态和高维问题时往往力不从心。相比之下，运筹优化算法通
过构建精确或近似精确的数学模型，能够提供优化理论解决方案。这些算法主要可分为三类：图优化与
组合优化、最优化（线性规划、非线性优化等）、以及启发式与元启发式算法（如贪心算法、遗传算法、粒
子群优化等）。在图优化与组合优化问题中，利用图论和排列组合等方法解决复杂的离散优化问题 [412]。
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一些任务可通过经典图算法（如最短路径、最大流、最小割等）在多项式时间内高效求解，这类问题通常
具有明确的图结构与离散对应形式 [413, 414]。然而，更多实际场景下的组合优化问题（如任务调度、节
点选择、资源匹配、虚拟网络嵌入等）属于 NP-hard，其复杂性来自离散决策空间的指数级增长 [415]。此
类问题常用方法包括整数线性规划、混合整数规划等，通过分支定界、割平面等方式求解，但在最坏情况
下，求解时间随问题规模呈指数级增长 [416]。在大规模云网系统中，传统精确算法往往难以满足实时性
要求，因此通常采用松弛、分解、图划分、匹配近似等方法获得可行的近似最优解 [417]。在非线性优化
问题中，若目标函数和约束条件具有凸性，则能确保全局最优解的唯一性，通常可以通过梯度下降、牛
顿法等经典算法高效求解 [361]。而非线性非凸优化问题则可能存在局部最优解，可通过松弛、近似等方
法转化为凸优化或易于处理的形式 [418]。启发式优化算法（如遗传算法、模拟退火）为解决高维复杂优
化问题提供了灵活有效的工具 [419, 420]。这些元启发式算法借助生物学和物理学的启示，能够在复杂环
境中找到近似最优解，已广泛应用于多种问题。每类算法适用于不同类型的优化问题，具有各自的优势
与挑战。

在云计算与网络系统中，运筹优化算法与系统的结构化特征高度契合，是支撑资源管理、任务调度
与网络流量工程等核心机制的重要数学基础。云数据中心及其网络本质上由多维资源（计算、存储、带
宽、内存、能耗）、复杂拓扑结构（多层 Clos/Fat-Tree/BCube/光交换架构）以及具有依赖关系的任务图
（DAG工作流、微服务调用链）构成 [421]，其运行目标通常涉及吞吐量最大化、时延最小化、能效优化、
可靠性保证等多目标权衡。运筹优化算法能够在明确的目标函数与约束条件下给出可解释、可验证且具
有理论保证的近似最优或最优解，特别在系统结构清晰、资源可量化的云网场景中具有独特优势,并且天
然适配云网系统中多维资源、复杂拓扑与任务图结构。

3.2.1.1 图优化与组合优化算法

图优化与组合优化算法广泛应用于云计算和网络系统中的任务调度、资源分配、路由选择、数据库
查询等问题。这类问题通常涉及大规模的离散决策和复杂的约束条件。图算法通常应用于网络拓扑设计、
路径选择、流量工程等方面，在优化网络性能、提高资源利用率及实现负载均衡等方面发挥着重要作用。
图优化与组合优化算法在云计算与网络系统中具有广泛应用，涵盖任务调度、资源分配、路由选择及数
据库查询等场景。它们能够处理大规模离散决策与复杂约束，在网络拓扑设计、路径选择和流量工程中
有效提升网络性能、资源利用率与负载均衡能力。随着大模型进入万亿参数时代，AI训练和推理逐渐演
进为跨数据中心的大规模分布式协同计算。模型和数据规模的持续增长使得节点间梯度交换与模型同步
更加频繁，对网络带宽、端到端时延、拓扑结构与通信模式优化提出更高要求。在此背景下，图优化方法
与智算网络的结构性需求高度适配，成为构建高效 AI网络基础设施与资源调度体系的核心数学工具。在
数据中心网络设计中，拓扑结构直接影响通信效率、带宽利用率和可扩展性。图优化算法常用于评估不
同通信模式下的链路负载与流量分布，为拓扑选择与链路容量规划提供依据，从而实现低拥塞与高带宽
利用。这类方法适用于 Fat-Tree、Dragonfly等传统拓扑及可重构数据中心网络，为网络–计算协同奠定基
础 [422, 423]。集合通信是分布式训练中的关键操作，可通过图优化建模以设计低延迟、高吞吐、可扩展的
通信拓扑 [370, 368]。进一步地，结合优化调度方法，可显著提升大规模分布式训练的通信效率 [369]。在
广域网场景中，Google B4系统将跨数据中心流量工程抽象为带约束的多商品流优化问题，通过线性规划
与迭代重优化实现带宽按优先级分配，并达到接近 100%的链路利用率，体现了优化方法在大规模WAN
调度中的工程可行性 [371]。经典图算法如最短路径、图匹配、网络流与图割算法等，可用于求解最短路
由和最大流，从而提升网络资源效率并降低延迟 [424]。在向量数据库中，为快速执行 Top-K相似度搜索，
通常构建具备“小世界”结构的图索引，并通过贪心搜索在有限跳数内逼近目标邻域 [372, 425]。在图数
据库分析中，实时查询主要依赖图遍历与路径发现算法 [426]；离线分析则包括路径查找 [427]、链路预
测 [428]和社区发现等算法 [429]，可从复杂网络中提取结构信息，为数据理解和应用提供支持。

随着数据复杂性的持续提升和关联模式的不断演化，传统图计算模型和算法在处理多维度、多关系
复杂场景时已显现出诸多局限性。作为图的自然推广形式，超图 [430]能够通过超边表示多个节点之间
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的高阶交互关系，从而在数据建模上显现出显著优势。超图建模不仅能够全面捕捉复杂系统中多节点协
同作用的特性，还可以更加精准地表征真实世界中非二元关系的多维度关联性。超图算法的高阶性和灵
活性使其具有巨大研究和应用潜力。例如，国防科技大学研究团队 [431]通过基于超图划分的调度策略提
升了云工作流的效率，结合云状态并使用带斐波那契堆的 Dijkstra算法，显著降低了任务执行时间和能
耗，推动了云计算资源的更加平衡和可持续的运作。最近，中国电信云计算研究院对超图在云计算场景
中的理论与应用进行了系统梳理。研究首先阐明超图相较传统图在表达高阶依赖关系上的优势，随后概
要回顾了超图划分、着色、同构等核心理论，以及谱方法与超图神经网络的发展方向，并分析其在数据
中心网络拓扑、任务调度等问题中的适用性。然后，进一步总结了超图在网络拓扑优化、流量预测、资源
调度、数据管理、异常检测、云安全等典型云计算场景的最新实践，展示了超图在模型表达能力和预测
精度上的优势。同时指出当前在算法复杂度、可扩展性与跨场景迁移方面的瓶颈，并提出未来改进方向，
以推动超图算法在云计算系统和行业应用中的更广泛落地。

组合优化算法可在资源容量、延迟、成本与功耗等约束下求解任务分配、资源配置与负载均衡问题。
典型问题包括（混合）整数规划、背包问题与排队模型。云计算与网络任务调度通常以最优资源分配以降
低延迟、提升吞吐量为目标，并常将调度建模为 0–1背包或整数规划问题求解 [432]。其中，混合整数规
划通过线性方程与离散变量刻画组合结构，可保证可行性并处理调度复杂性。在虚拟机/容器放置、任务
—节点映射与工作流调度等场景中，问题常被构建为整数规划或多目标组合优化，通过联合求解离散资
源选择与连续资源分配，以满足 QoS/SLA要求。边缘云与地理分布式计算中，任务拆分、数据迁移与节
点选择则常需结合图算法、混合整数规划与松弛–舍入方法，以平衡延迟、带宽与跨区域成本。例如，研
究 [433]提出混合整数规划方案，联合优化计算负载调度、碳排放控制、微电网运行特性，以降低地理分
布式数据中心的电力成本与碳排放。分布式训练调度关注资源利用率、能源消耗与成本的综合权衡，并
确保训练性能。例如，有研究将具有不同 GPU数量的节点视为独立虚拟机，将调度建模为混合整数规划
以降低租赁成本并控制作业延迟 [434]。在具备截止期约束的分布式训练中，调度需确保作业在截止时间
前完成：典型做法是在混合整数规划框架下联合优化作业分析、调度与资源分配，以同时满足截止时间
SLO与延迟等目标 [373]。当调度涉及连续量资源的决策时，凸优化等连续最优化方法尤为关键，它们能
对资源精细调控，并有效平衡网络资源、优化性能指标，确保云与分布式系统中的资源利用最优。

3.2.1.2 最优化方法

最优化方法主要适用于带宽分配、工作负载调度、任务卸载等连续决策问题。在云计算与网络系统
中，许多调度与资源分配的目标与约束本质上是连续变量，使得最优化方法能够高效求解并提升资源利
用率。线性规划因模型结构简单、约束与目标均为线性，可借助单纯形法与内点法快速求得全局最优，适
用于大规模资源分配与网络流量工程。凸优化则因其全局最优可保证性，在多维资源调度与复杂约束场
景尤为重要，常用于云环境中高维资源分配问题。在工作负载调度方面，北京航空航天大学团队将跨地
理绿色数据中心的利润最大化建模为凸优化问题，并基于内点法提出地理感知调度 [374]。新泽西理工学
院团队则利用 G/D/1排队模型刻画工作负载分布，将跨区域 SLA、电价与负载分配建模为凸优化问题，从
而获得可验证的最优解 [435]。在移动边缘计算中，任务卸载常采用凸优化与混合非线性整数规划协同求
解。例如，北京邮电大学团队构建带延迟约束的优化模型，并通过 Gibbs采样协调任务卸载与资源分配，
以提升系统处理能力与资源利用效率 [375]。在网络资源分配方面，分布式深度学习中的带宽调度可通过
线性规划建模通信依赖关系并优化带宽缩放，以最小化通信时间 [436]。在WAN与数据中心的流量工程
中，线性规划与凸优化广泛用于带宽分配、负载均衡与路径优化，有效缓解高动态流量下的拥塞与尾时
延。随着云系统复杂性提升，高维、动态、非线性优化问题难以由传统方法在有限时间内求解，启发式与
元启发式算法（如遗传算法、模拟退火、粒子群优化）因其随机化搜索能力，可为实时调度、负载均衡与
多目标资源分配提供高质量近似解。
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3.2.1.3 启发式与元启发式算法

启发式与元启发式算法适用于大规模、复杂且具有动态性、非线性与多目标特征的优化问题，常用于
工作负载预测、任务调度与资源分配场景。这些方法通过近似搜索、随机扰动与群体智能等机制快速获
得可接受解，特别适合传统精确优化难以高效处理的场景。在工作负载预测方面，研究提出结合在线与
离线策略的启发式方法，通过任务依赖图实现虚拟机放置，以提升负载均衡与降低成本 [437]。为解决任
务顺序难以保证、截止日期不明确等问题，另一类研究结合最早完成时间预测与蚁群优化，将任务按最
小成本和截止期排序并分配至最优虚拟机，同时利用人工蚂蚁在虚拟机间迁移负载以实现平衡 [438]。在
任务调度方面，新泽西理工学院团队构建能源成本最小化的非线性优化模型，并基于地理分布数据中心
时空差异提出 STTS算法，将遗传算法、模拟退火与粒子群优化结合，实现跨区域能源价格感知的任务调
度最优 [376]。在分布式深度学习推理调度中，系统通常基于请求密度主动扩展资源，并通过任务完成时
间预测与遗传算法优化任务排序，以最小化推理延迟并保证系统可靠性 [377]。为提升推理吞吐量，调度
器还通过启发式方法动态调整批次大小，以提高资源利用率并降低调度开销 [439]。在资源分配方面，贪
心算法常被用于根据作业优先级对网络流进行排序，并将速率分配交由底层网络执行 [440]。此外，部分
研究会先确定合适的批处理规模与 GPU资源下界，再通过贪心策略为推理任务分配 GPU，以获得最小性
能干扰的设备配置 [441]。

总体来看，运筹优化理论与方法的优势在于其建模严谨性、可解释性、可验证性，当目标函数与约
束条件清晰定义时，它可以输出全局或近全局最优解，并且天然适配云网系统中多维资源、复杂拓扑与
任务图结构，为系统资源部署、拓扑规划与任务调度提供数学保证。然而，随着 AI集群规模增大、云网
系统高度动态、多租户数量与业务形态持续复杂膨胀，单一的运筹优化算法也面临可扩展性、实时性和
多目标耦合带来的建模与求解挑战。因此，未来趋势将更多聚焦于“最优化理论与方法 +学习方法”驱
动的混合求解框架，通过模型松弛、问题分解、分布式求解、在线智能决策机制，实现新一代云–网系统
在大规模、高负载与非平稳环境下的高效、可靠一体化调度和管理。

3.2.2 深度学习及其应用

深度学习作为驱动新一代人工智能与培育新质生产力的关键引擎，正引领云计算体系从传统的资源
供给型基础设施，向融合智能算力、数据与算法的国家新型基础设施体系加速演进 [442]。在这一进程中，
围绕云场景中监控指标、日志序列、业务流量与基础设施拓扑等不同数据形态，逐渐形成了彼此衔接、相
互支撑的两大技术体系：一方面聚焦于欧式空间数据，技术脉络从早期的卷积神经网络 [363]与循环神经
网络 [378]，逐步演进至以 Transformer与大语言模型 [365, 384, 385]为代表的统一时序建模与语义理解框
架；另一方面则面向非欧式图结构数据，形成了以图神经网络及 Graph Transformers [443, 444]为核心的
技术路线，实现对系统拓扑结构与数据流动关系的统一表征。这两大技术谱系分别在序列建模、语义理
解与结构认知层面形成能力互补，共同构建起支撑 AI for Cloud的完整深度学习方法体系，为推进云计算
从“可观测”走向“可理解、可协同、可自治”的智能新阶段奠定坚实的算法基础。

3.2.2.1 面向欧式数据的序列与语义建模方法

基于欧式数据的传统深度学习方法，为 AI for Cloud构建了初代的自动化感知与预测能力，是实现
“可观测云”的重要技术基石 [445, 446]。（1）局部模式建模：CNN适用于具有局部相关性与平移不变性
的监控数据，通过将多维指标与时序信息映射为“资源热力图”或“时序图像”，在数据中心温度场建
模、硬件故障图像识别及多指标联合异常检测等任务中实现自动特征提取 [447, 448, 449]，为容量规划与
风险预警提供高层抽象表征。（2）长序列预测：RNN及其变体长短期记忆网络（Long Short-Term Memory，
LSTM）与门控循环单元（Gated Recurrent Unit，GRU） [379, 380]擅长刻画云环境中的长程时间依赖，被
广泛用于工作负载预测、多变量 KPI联合预测与日志序列异常检测等场景 [381, 382, 383]，支撑弹性扩缩
容策略与资源预留决策，从而在分钟至小时尺度上提升云系统的预测性管理能力。（3）能力边界与演进：
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随着云系统规模与复杂度的增长，传统 CNN和 RNN在应对跨组件、跨业务的全局依赖与多源异构数据
融合时，逐渐显现表达能力有限 [450]、对新业务模式泛化不足的局限，特别是在需要同时处理长时间跨
度 [451]、多尺度波动 [386]与多指标耦合关系 [452]的任务中，模型往往依赖大量人工特征与规则补充，
这为后续基于注意力机制的 Transformer架构及其在云场景中的结构化扩展提供了演进动力。

以 Transformer为核心的序列建模方法及其在大语言模型中的应用，推动 AI for Cloud在长序列建
模与语义层决策两个维度上实现了从“可观测”到“可理解、可协同、可执行”的能力跨越 [365, 453]。（1）
长序列建模：在数值时序建模层面，基于自注意力机制的时序 Transformer能够在统一框架内处理长时间
跨度、多变量的云监控数据 [386]，显式捕捉不同时间片与指标间的远程依赖，已应用于跨数据中心流量
预测、全局流量调度及能效曲线建模等任务 [387, 454]，为跨集群资源编排提供更精细的统计先验。（2）
语义决策协同：在语义与决策层面，以 Transformer为骨架的大语言模型将运维工单、手册、告警与脚本
等非结构化文本嵌入统一语义空间，并借助检索增强、工具调用与多智能体协同，形成 Cloud Copilot和
Ops Copilot类运维助手 [388, 389]。运维人员可通过自然语言描述故障或治理意图，由大语言模型自动解
析、构造查询、调用 API或基础设施即代码工具，生成具备可解释性的诊断与执行方案 [455, 456]，从而在
“监控—分析—处置”之间构建闭环。（3）结构增强探索：针对云系统中普遍存在的拓扑依赖，一系列研究
开始在 Transformer框架中显式引入结构信息，例如通过邻接矩阵或路由路径构造注意力偏置 [457]，对
服务或节点引入结构化位置编码，或采用“时序序列 +拓扑视图”的多视角联合建模 [458]，从而在保持
长序列建模能力的同时提升对网络结构与依赖关系的刻画精度。这类结构增强 Transformer为后续 GNNs
和 GTs在云场景中的系统性应用奠定了模型与特征基础，并在复杂资源编排、跨域调度与多目标优化任
务中展现出优于传统序列模型的性能潜力。

3.2.2.2 面向非欧式数据的图建模方法

面向云系统中普遍存在的非欧式图结构数据，GNNs及 GTs通过显式建模拓扑关系与数据流动，为
AI for Cloud提供了从“局部异常检测”迈向“系统级认知与全局优化”的关键支撑 [443, 457]。（1）拓
扑一致建模：在统一建模云基础设施与业务依赖方面，数据中心网络、虚拟网络拓扑、任务有向无环图、
微服务调用链、虚拟网络功能组件关系、工作负载相似性图及攻击路径等，均可自然表示为图结构 [391]。
GNNs通过消息传递机制迭代聚合邻域信息，其计算过程与“云中请求跨多层资源与服务流动”的物理过
程高度同构 [390]。在 IaaS层，GNNs被用于虚拟网络嵌入 [393]、网络配置综合 [459]与资源分配 [394]，
通过结合强化学习或组合优化方法，求解满足约束的近似最优部署策略；在 PaaS层，面向微服务与无服
务器架构的图模型统一处理服务依赖图与链路追踪因果图 [397]，应用于自动扩缩容 [395]、服务拆分重构
与链路级根因定位 [396]，显著增强对复杂调用拓扑的治理能力。（2）时空依赖刻画：为刻画大规模复杂
拓扑中的长程依赖与动态演化，GTs [392]将多头自注意力引入图结构，在保留局部聚合能力的同时强化
对远距离节点与多尺度模式的捕捉。在跨数据中心路由、跨域流量工程及算力—能耗—制冷耦合系统等
场景中，结合时间编码的时空 GTs能够同步表征拓扑演化与负载波动 [460]，为全局路由、节能控制 [387]
与多目标调度提供统一决策模型。进一步引入结构学习 [461]与对比学习 [462]后，此类模型可在观测数
据不完整或噪声环境中推断隐含依赖，提升运维与安全分析中的鲁棒性。

在此基础上，图–序列融合范式进一步打通结构表示与语义建模的边界，为构建具备迁移能力与通用
推理能力的云系统智能体提供了新的发展路径 [463, 464]。近期图基础模型GFM（Graph FoundationModels）
[463, 464]与图增强大模型 [465]的研究表明，通过在大规模图数据上进行自监督预训练，并与文本、大语
言模型进行联合对齐 [466]，可以在统一框架中同时编码结构信息与语义知识，为跨场景迁移与零样本推
理提供基础 [467]。在 AI for Cloud场景中，这一方向使得“拓扑—指标—日志—文本知识”可以映射到
统一的表示空间：一方面，图编码器或 GTs为大语言模型提供结构感知的上下文，使运维助手在生成诊
断与变更方案时能够显式考虑服务依赖与网络约束；另一方面，大语言模型通过指令微调与工具调用能
力，驱动图模型完成拓扑级推理、关键节点识别与策略搜索。二者结合形成面向云系统的图–序列联合智
能体框架，为在复杂云环境中实现可泛化、可解释、可迁移的系统级优化提供了新的技术路径。
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3.2.3 强化学习及其应用

强化学习是通过智能体与环境交互，在试错过程中利用奖励信号学习最优决策策略的机器学习方法。
主要关注在未知、动态的环境中选择行动，使得长期收益最大化的问题，适合于对连续决策与控制问题进
行建模。强化学习可以涵盖从简单到复杂的一系列决策建模，主要方向包括在线学习与老虎机问题、基
于马尔可夫决策过程MDPs（Markov Decision Processes）的强化学习、深度强化学习以及基于模型的强化
学习MBRL（Model-Based Reinforcement Learning）。除了这些常见的研究领域，多智能体强化学习、离线
强化学习、安全强化学习等方向的研究也在快速发展并逐步进入工程应用。在云计算与网络系统中，强
化学习天然契合动态、复杂、难以精确建模的运维与调度场景。相比于基于规则或静态优化的方法，强化
学习在云网场景中的主要优势在于能够根据运行数据中不断自我优化，可以在不完全了解系统机制的前
提下给出接近最优的决策，在非平稳工作负载与复杂约束下也能保持较好的适应性。在工程落地中，强
化学习技术也面临着样本效率、安全性、可解释性以及与现有运维体系的兼容性等挑战。由于模型复杂
度及落地效率的不同，各类强化学习技术有着不同的适用场景。

3.2.3.1 在线决策与老虎机算法

在线决策及多臂老虎机问题是强化学习中的一类基础而轻量级的问题形式，适用于云网平台中需要
实时高效决策的应用场景。其将决策过程视作一轮轮的重复博弈，算法在每一轮根据历史信息选择一个
决策，观察到即时收益或损失，目标是在长期内最大化累计收益 [400, 401]。多臂老虎机问题通常不涉及
复杂的状态转移，更强调探索—利用权衡以及计算与实现的高效性，这与云网平台的实时性约束和高并
发决策需求高度吻合。在云计算与边缘计算中，多臂老虎机算法已经被用于 Kubernetes资源调度、边缘
计算资源分配、网络防御资源分配、5G网络频谱分配等多种资源管理任务中 [398, 399, 468, 469]。从研究
趋势上看，多臂老虎机与在线学习在云网环境中的进一步发展，主要集中在以下几个方向。（1）结构化
与约束化的老虎机模型：如带容量/能耗约束的老虎机、能并行拉取多臂的资源分配老虎机等，贴近多资
源共享的实际云平台 [470, 471, 472]。（2）考虑互相干扰与系统结构的老虎机：例如多个服务器在同一网
络或存储子系统上产生的互扰效应，需要在探索臂期望收益的同时估计干扰结构 [473, 474]。（3）面向大
规模在线服务的分布式与并行老虎机算法：在多数据中心、多边缘节点的部署下，通过分布式反馈与局
部决策实现快速收敛与鲁棒性能 [475, 476]。

3.2.3.2 经典强化学习算法

经典强化学习更多地基于马尔可夫决策过程进行建模，适用于云网平台中存在状态变化和复杂系统
演变的决策场景。MDPs显式的对状态空间、动作空间、状态转移概率及奖励函数这四个要素进行建模，
智能体的目标是在给定折扣因子下，最大化长期回报 [366, 402]。在云网系统中，状态可以刻画系统负载、
资源使用率、队列长度、网络拓扑与链路利用率等，动作则对应调度、路由或配置决策。经典的强化学习
算法可以大致分为值函数方法（Value-based Methods）和策略梯度方法（Policy-based Methods）两类。值
函数方法估计状态值函数或动作值函数，并利用值函数导出策略。在模型未知但可交互的场景，常用的有
蒙特卡洛方法、时序差分学习以及 Q-learning、SARSA等。这些方法在状态空间较小或可以进行线性函数
逼近的情况下具有较好的理论收敛性和可解释性，是很多深度强化学习算法的理论基础。策略梯度方法
直接对策略函数的参数进行优化，通过估计梯度来更新策略，典型算法包括 REINFORCE等。Actor-Critic
方法将值函数估计器（Critic）与策略更新器（Actor）结合，利用 Critic提供的优势估计减少方差，提高样
本效率，是众多现代深度强化学习算法的原型。上述经典强化学习算法的理论基础比较成熟、实现复杂度
相对较低。在云网场景中应用这些算法对算力和存储的要求相对可控，适合在状态空间规模有限、可观
测变量较少的子系统中部署。在数据中心能耗管理、云边协同与负载均衡、数据中心资源扩所容等场景
中，这些经典的强化学习方法得到了广泛的应用 [403, 477, 478, 404, 479, 480]。但随着云网系统状态维度、
业务类型和耦合关系的快速膨胀，单纯依赖表格型或线性近似的经典 RL方法难以全面刻画复杂环境，这
也是深度强化学习在云网领域快速兴起的重要动因。
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3.2.3.3 深度强化学习

深度强化学习将深度神经网络引入强化学习框架中，用于近似高维状态空间下的值函数、策略函数
或环境模型，能够处理图像、时序信号、高维特征等系统状态，适用于复杂决策场景。深度强化学习的代
表性算法包括 DQN、DDPG、A3C/A2C、PPO等 [360, 405, 406, 407]。在云计算资源管理方面，可以将多维
资源打包与作业调度问题建模为强化学习问题，利用深度网络学习高维资源利用率和队列状态下的调度
策略，相关工作包括任务调度/工作流调度及资源扩缩容与配置优化 [481, 482]。在网络与通信系统方面，
可以利用深度神经网络感知全局网络状态，将流量工程、网络拥塞控制、频谱资源分配等场景建模为强
化学习问题，学习得到优于传统规则及启发式协议的决策策略 [483, 484, 485, 486]。深度强化学习在云网
系统中的研究热点主要包括：（1）多智能体强化学习与分布式决策：利用多智能体对多个服务器、交换机
或边缘节点进行协同控制，在保证局部自治的同时实现全局优化 [487, 488]。（2）样本效率与安全性：在
真实云网环境中直接进行大量试错成本高且存在安全风险，因此利用仿真环境、离线数据与安全约束设
计深度强化学习算法，是工程实践中的关键问题。（3）可解释性与可运维性：将深度 RL策略与现有的运
维规则、监控告警体系整合，提供可解释的决策依据和回滚机制，方便运维人员理解与调试 [489]。

3.2.3.4 基于模型的强化学习

基于模型的强化学习会显式或隐式地学习环境模型，估计状态转移和奖励函数。在进行决策之前，智
能体会利用学习到的状态转移以及奖励模型进行模拟和规划，从而在有限真实交互样本下实现更高的样
本效率和更安全的策略改进。在云计算和网络系统中，真实环境交互往往昂贵或风险较高。例如，在真
实数据中心中频繁尝试新的调度和流量策略，可能导致 SLA违约或大规模性能波动；在运营商网络中测
试新路由策略，可能带来大范围的用户体验下降。在这种场景下，MBRL可以利用历史日志或仿真器构建
系统模型，对潜在危险策略进行仿真环境评估，也更容易与编排系统和规则库结合，通过“模型 +规则 +
RL”的方式构造层次化控制架构，具有天然的优势。近年来，已有研究尝试将自动规划技术与 MBRL结
合，用于网络管理规划与决策、联邦学习资源分配、网络性能优化等领域 [408, 409, 410, 411]。相较于无
模型强化学习，MBRL在云网平台中的应用仍处于较早探索阶段，但由于其在样本效率、可解释性和安全
性上的潜在优势，预计会成为未来云网智能调度与运维中的一个重要研究方向。

3.3 热点方向八：AI Agent与 Agentic AI
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图 3.2: 基于大语言模型的自主智能体系统 [490]

AI Agent 概念的形成贯穿了人工智能的
发展主线，其思想源头可追溯至 1956年达特
茅斯会议对人工系统能力的设想，即机器应
能够从环境获取信息并采取有用行动 [491]。
随后，经典人工智能研究通过符号推理、规
划与知识表示对智能体进行了形式化建模，
形成以感知—决策—执行为核心的结构框架
[344]。在这一阶段，AI Agent 多依赖明确的
任务建模与静态世界假设，主要应用于受控
场景中的规划求解、自动控制与博弈决策。然而，传统 AI Agent的能力受到三项瓶颈制约：其一，知识
获取方式依赖人工构建与领域工程；其二，泛化能力受限于特定环境与任务设定；其三，缺乏跨任务连
续性与自主适应能力，难以在开放世界中保持稳定行为。随着数据驱动方法兴起，强化学习与深度学习
推动了决策自动化的发展，但仍未突破知识迁移与长期自主性的关键障碍。

2023 年后，“Agentic AI”概念开始在学术与产业层面被系统化讨论。OpenAI 发布的治理白皮书将
Agenticness定义为“系统在有限监督下于复杂环境中适应性地实现复杂目标的能力”，并指出其核心特征
包括目标复杂度、环境不确定性、适应性与独立执行，而并非对系统进行拟人化理解 [492]。与此同时，吴
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恩达在 2024年提出“Agentic workflow”框架，强调通过规划、执行、反思与迭代改进，使人工智能从被动
预测式转向具备持续自主性的主动执行式系统，并将该过程概括为可复用的设计范式 [493]。两项工作共
同推动了 Agentic AI从概念认识走向方法论收敛，为后续研究提供了统一的能力语言与分析视角。

在此背景下，大语言模型的出现提供了实现 Agentic AI的关键能力支撑，OpenAI系统结构总结了基
于大语言模型的自主智能体框架 [490]（见图 3.2），将智能体能力抽象为记忆、规划、行动与反思四个核
心模块，并提出以语言作为统一决策接口的范式。该框架的关键在于，使智能体能够在无需重新训练的
条件下完成任务分解、工具调用与自我改进，为后续方法（如 ReAct[494]与 Generative Agents[495]）提
供了统一的概念基底，并成为当前 LLM Agent研究的共识性结构。

然而，能力扩展也伴随相应的治理挑战。有研究指出 [492]，随着系统的Agenticness增强，风险重心正
由传统的模型输出错误转向持续行动可能引发的系统性危害，其中包括可预测性失效、用途滥用、责任归
属不明确以及“过度委托”所带来的运行偏移等问题 [496]。针对这一趋势，Shavit等人提出了面向Agentic
AI的治理实践框架，强调在系统全生命周期内引入行动空间约束、可审计性机制、可中断能力与责任追
踪等要求，以确保此类系统在具备更高自主性的同时仍保持可控、安全与可问责的运行特性 [492]。

总体而言，AI Agent正从封闭任务求解迈向持续自主与环境适应，在此背景下，本节将依照能力形
成与应用外延展开说明：第一部分聚焦 LLM与 Agent方法体系，解析角色定义、记忆机制、规划与行动
执行等核心能力；第二部分讨论多模态与具身智能体应用，覆盖机器人、交互式 Agent与跨媒体任务；第
三部分面向未来展望，包括智能体互联网与超级人工智能等方向，回应产业体系从单体智能迈向群体涌
现的趋势。通过这一结构，本节旨在构建从理论基础、技术能力到未来生态的完整认知框架。

3.3.1 LLM与 Agent

LLM Agent是以大语言模型为核心、能够通过自然语言自主理解目标、规划任务并调用工具执行行
动的自治智能体。相比传统 Agent，它在知识获取、泛化能力与交互模式上实现代际跃迁，通过模型推理、
工具使用和记忆机制的结合构建起“感知—推理—决策—行动”的语义闭环。围绕这一能力基础，LLM
Agent形成了由构建、协作与演化组成的方法论框架：构建层面强调角色定义、记忆管理、任务规划与行
动执行；协作层面涵盖集中式、去中心化与混合式多智能体组织；演化层面通过自反学习、群体共演化和
外部知识反馈不断提升策略稳定性与适应性。同时，工具生态为智能体提供知识检索、程序执行与应用
操作等能力扩展，评测体系则从通用任务、行业场景到多 Agent协作全面衡量系统的可靠性与智能水平。
借由这些能力的收敛，LLM Agent正成为构建可扩展、可协作、可演化智能系统的关键技术路径。

3.3.1.1 Agent构建方法

LLM Agent的构建由角色定义、记忆机制、规划能力与行动执行四个核心模块组成，这一体系决定
了智能体的基础行为模式与任务执行能力。（1）角色定义：确立智能体的身份与行为框架。基于不同场景，
角色可以以两种方式构建：静态角色 [497, 506, 518]通过人工预设固定身份与规则，使 Agent在专业任务
中保持一致、可控的行为表现，适用于对稳定性与专业性要求高的研发流程和协作系统；动态生成角色
[495, 498]利用模型生成细粒度的人格与背景，从而支持社会行为建模、用户模拟与开放式场景中的自适
应行为。（2）记忆机制：支撑 Agent长期任务执行与知识持久化。在角色确定之后，记忆机制让 Agent具
备跨轮次任务、状态追踪与知识积累的能力,是“从一次性对话”走向“持续行动”的关键。记忆机制一
般包括三类，短期记忆 [494, 518]用于维持对最近上下文的理解，是即时推理的基础；长期记忆 [519, 503]
将技能与经验结构化存储，使 Agent能跨任务复用知识；检索增强记忆 [520, 521]则为智能体提供可动态
扩展的外部知识源，弥补模型时效性与容量的限制。（3）规划能力：驱动智能体“理解任务、分解目标、
监控进度”。在角色与记忆的基础上，规划能力将“静态知识”转化为“可执行步骤”，为 Agent的行动执
行建立清晰路径。链式推理 [522]和结构化规划 [523]适用于线性任务分解；树式推理 [524, 502]适合复杂
决策；而基于环境、人类或多 Agent反馈的迭代规划 [494, 503]则进一步提升了策略优化能力。（4）行动
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表 3.2: Agent方法体系主要类别与代表性工作

研究点 研究方向概述 会议及期刊 研究主要关注点与代表性工作

Agent
构建

LLM Agent 的构建围绕
角色定义、记忆机制、规
划能力与行动执行四个
核心模块展开，决定智能
体从“一次性对话”走向
“持续行动”的基础行为
模式与任务执行能力。通
过语义闭环的“感知–推
理–决策–行动”设计，使
Agent能在复杂环境中稳
定完成任务。

NeurIPS
ACL

EMNLP
AAAI
ICLR

NAACL
ICML
TACL

• 角色定义：KAUST团队 [497]提出 CAMEL，以人工预设身份与规则构建静态角
色；腾讯团队 [498]提出 HPD模型生成细粒度人格与背景实现动态角色设定。

• 记忆机制： ETH团队 [499]提出 Graph of Thoughts，用于维护近期上下文的短
期记忆；港科团队 [500]提出 COMEDY，以结构化形式存储技能与经验，实现
长期记忆；中科院团队 [501]提出 DeepRAG，通过外部知识库检索增强上下文，
实现检索增强记忆。

• 规划能力： KAIST团队 [502]提出 ReAcTree，以任务分解将复杂目标拆解为可
执行步骤；Princeton大学团队 [503]提出 Reflexion，基于环境/人类/多 Agent反
馈进行迭代规划与自我改进。

• 行动执行：港科团队 [504]提出 TIP，面向程序执行、搜索与 API操作等工具调
用；清华大学团队 [505]提出 Toolink，支持自动生成脚本/函数的工具创造。

Agent
协作

Agent协作机制决定智能
体在群体任务与复杂系
统中的整体表现，通过集
中式、去中心化与混合式
三类组织形态，将单体能
力扩展为系统级智能与
群体智慧。

NeurIPS
ACL

EMNLP
AAAI
ICLR

AAMAS

• 集中式协作： DeepWisdom团队 [506]提出 MetaGPT，以中央控制器进行任务
拆解与角色分配；Rochester大学团队 [507]提出 Coscientist，体现由中心化调
度组织专家能力的协作范式。

• 去中心化协作： Yale大学团队 [508]提出 MedAgents，以多 Agent平等主体的
讨论与辩论形成分布式群体智慧。

• 混合式协作：浙大团队 [509]提出 KnowAgent，结合集中式可控性与去中心化
灵活性，并支持按任务动态调整协作拓扑。

Agent
演化

演化机制使 LLM Agent
能在长期交互中自我优
化与适应环境变化，通过
自主演化、多智能体共演
化与外部资源驱动等，从
“静态性能”迈向“持续成
长”的自治智能体系。

NeurIPS
ACL

EMNLP
AAAI
ICLR
TMLR

• 自主演化：CMU团队 [510]提出 Self-Refine，以反思/验证等机制实现自我改进；
港科团队 [511]提出 ControlMath，以自反馈与控制策略提升长期推理稳定性。

• 多智能体共演化：港中文团队 [512]提出 ProAgent，通过协作或对抗交互提升
系统鲁棒性与整体能力。

• 外部资源驱动演化：微软团队 [513]提出 CRITIC，利用外部工具与反馈信号持
续纠错与能力扩展；上交团队 [514]提出 SelfEvolve，借助环境交互与工具执行
实现可迁移的长期积累。

Agent
评测

评测体系从通用任务、领
域场景到多 Agent 协作，
系统性衡量智能体在推
理、规划、工具使用、环
境操作与长期自治等维
度的综合表现，是检验
Agent是否“可用、可信、
可落地”的关键标准。

NeurIPS
ACL

EMNLP
ICLR
ICML
TPAMI
ICRA

• 通用评测：清华大学团队 [515]提出 AgentBench，关注推理、规划、工具使用、
网页/环境操作与长期任务执行等基础能力；并提供标准化协议与指标以衡量
成功率、步骤正确性与鲁棒性。

• 领域评测：斯坦福团队 [516]提出 MedAgentBench，面向垂直行业检验专业知
识、决策质量与风险控制能力；强调安全合规与证据支撑）。

• 多智能体评测：浙大团队 [517] 提出 CrewAI 评测基准，衡量群体智慧、协作
稳定性与策略一致性；同时刻画沟通效率、共识收敛与典型失效模式（角色漂
移/循环对话）。

执行：决定智能体是否真正能完成任务。行动执行是规划能力的落点，使智能体从“会说”走向“能做”，
覆盖从工具调用到多模态交互的全链条能力。工具调用 [525]（Python、API、搜索、计算工具）使 Agent
能处理模型无法直接完成的任务；Web操作 [526]使 Agent能在真实环境执行点击、操作、填表等具体动
作；多模态与具身行动 [527]进一步扩展到物理世界。

3.3.1.2 Agent协作机制

LLM Agent的协作机制决定智能体在群体任务、复杂环境与多角色系统中的整体表现，是从单体能
力向系统能力扩展的关键。协作通常呈现集中式、去中心化与混合式三类模式，分别适应不同的任务结构
与组织需求。（1）集中式协作：由控制器统一规划与调度。集中式模式以单一控制器为核心，负责任务拆
解、角色分配与流程管理，确保系统整体的一致性与可控性。MetaGPT [506]、Coscientist [507]等系统通过
中心 Agent统筹全流程，使多 Agent协作更接近工业流水线与研发过程。这一模式适合高结构化任务，如
软件开发、科研项目管理与分阶段生产流程。（2）去中心化协作：依赖群体讨论与分布式协同。在去中心
化模式下，Agent之间平等交流，通过讨论、辩论或角色自治形成群体智慧。AutoGen [528]、Multi-Agent
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Debate [529]等框架通过多 Agent的平行对话、观点碰撞与相互验证，在开放式问题求解中表现突出。该
模式特别适合复杂推理、多解任务、社会行为模拟与需要多样观点融合的场景。（3）混合式协作：兼具集
中式的可控性与去中心化的灵活性。混合模式将集中式组织架构与分布式自治机制结合，能够在不同任
务阶段动态调整协作结构。CAMEL [497]、AFlow [530]采用固定拓扑结构实现稳定协作；DyLAN [531]等
系统则允许智能体根据任务状态动态重组互联结构。混合式能够平衡“可控性”“灵活性”与“扩展性”，
适合多阶段任务、动态环境与复杂策略空间。

3.3.1.3 Agent演化机制

演化机制让 LLM Agent 能在长期任务中自我优化、积累经验并适应环境变化，是迈向自治智能的
重要能力层。演化通常由自主演化、多智能体共演化与外部资源驱动三部分构成。（1）自主演化：通过
反思、纠错与奖励自我提升。自主演化让 Agent 不依赖人工干预即可持续改进。Self-Refine [510]、Self-
Verification [532]与 Self-Rewarding [533]等机制使智能体能够自检输出、纠正错误并基于模型评估优化策
略。这一机制强化了 Agent的稳定性与长期表现，是持续自治的基础。（2）多智能体共演化：通过协作或
对抗提高系统能力。共演化强调多个智能体之间的交互促进整体能力提升。协作式共演化 [512]通过信息
共享与策略互补提高整体效率；对抗式共演化 [534, 529]通过“攻防训练”增强系统鲁棒性。这种机制接
近生态系统中的“互惠—对抗—竞争”结构，使Agent在复杂环境中更稳健。（3）外部资源驱动演化：借助
知识与工具反哺能力增长。外部资源为 Agent提供持续扩展的能力边界。KnowAgent [509]、CRITIC [513]
等方法通过外部知识库、执行反馈与环境模拟不断增强智能体能力，使其具备可迁移性与长期积累能力。
演化机制最终让 LLM Agent从“静态性能”迈向“长期成长”，实现可持续、自适应的智能体系。

3.3.1.4 Agent工具体系

工具体系是扩展 LLM Agent能力边界的关键基础设施，使智能体能够超越语言生成，完成真实环境
中的操作、计算与信息获取。工具生态一般由“Agent使用工具”“Agent创造工具”与“部署框架”三部
分组成。（1）Agent使用的工具：为智能体提供外部能力接口。这一类工具直接提升 Agent的行动能力、
信息获取能力与精准计算能力，是最基础的能力扩展方式。检索工具（WebGPT [535]、GraphRAG [521]）
为智能体提供外部知识补全；执行工具（Python Executor、Toolformer [536]）让 Agent能进行正式计算与
程序执行；API工具（RestGPT [537]）使其能操作互联网服务与应用系统。这些工具共同构建 Agent与外
部世界的交互界面，使其“能行动、能查询、能执行”。（2）Agent自主创造工具：增强智能体的自适应
与可扩展性。当任务超出现有工具能力，Agent可以生成新的工具来补足系统能力缺口。CRAFRT [538]、
Toolink [505]等系统让 Agent拥有“工具制造能力”，能够自动构建函数、脚本或任务专用工作流，从而
动态扩展系统能力边界。这类能力让 Agent具备“进化式扩展”，对应演化机制中的工具强化路径。（3）
Agent部署与工作流工具：构建可落地、可管理的 Agent系统。工具生态的第三层是构建完整 Agent产品
所必需的运行时环境。LangChain [539]、AutoGen [528]、LlamaIndex [540]、Dify [541]与MCP [542]提供
任务编排、上下文管理、工具协议、任务路由与多 Agent协作框架，是构建产业级 Agent的基础设施。这
些工具共同构成智能体的“应用层骨架”，支持从模型推理到任务执行的全链路运行。

3.3.1.5 Agent评测体系

评测体系用于衡量 LLM Agent在推理、规划、协作、环境操作与长期自治能力等维度的综合表现，
是检验智能体是否“可用、可信、可落地”的核心标准。现有评测框架通常分为通用评测、领域评测与多
智能体评测三类，它们共同构成对 Agent全链路能力的系统性测量。（1）通用评测 [515, 543, 544, 545]：衡
量 Agent在真实任务与环境中的基础能力。通用评测关注智能体的推理质量、任务规划、工具使用、网
页操作、环境交互与长期任务执行能力，是判断 Agent是否具备基础“可执行智能”的标准。（2）领域
评测：检验 Agent在专业场景中的可靠性与安全性。领域评测关注智能体在垂直行业场景中的专业知识、
决策质量与风险控制能力，是评估 Agent是否能够在高要求领域落地的必要条件。医疗 [516]、自动驾驶
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[546]、数据科学与工程 [547, 547]等评测框架，覆盖诊疗咨询、自动驾驶策略、数据分析流程与模型构建
等专业场景。这些评测强调准确性、安全性、可解释性与任务合规性。（3）多智能体评测：衡量群体智慧、
策略一致性与协同稳定性。多智能体评测用于检验 Agent在协作、辩论、任务分配与资源协调中的表现，
是构建大规模智能体组织的核心标准。TheAgentCompany1 [548]、MLRB [549]等评测体系关注多 Agent协
作效果、冲突处理、角色履行与系统稳定性。这些评测反映群体智能的涌现能力，带来比单体测试更复杂
的动态性。三类评测共同构成 LLM Agent从底层能力、专业能力到系统性协作能力的立体测量框架，不
仅是检测智能体性能的工具，更是推动 Agent向可信、可控、可部署方向发展的核心驱动力。

3.3.2 多模态与具身 Agent

复杂视觉推理

自动驾驶 图像生成与编辑
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图 3.3: 多模态与具身智能体的广泛应用 [550]

多模态与具身 Agent 在近年来的人工
智能研究中愈发受到关注，被视为推动具身
智能与通用智能体系发展的重要研究方向之
一 [551]，具有广泛的应用场景（图 3.3）。此
类智能体通常以“感知–认知–行动”的交互
循环为基础，将语言模型、视觉语言模型、强
化学习与模仿学习等方法置于统一的决策框
架中进行建模 [552, 553]。在多模态学习方面，
Agent能够整合视觉、语言、语音等多源信号，
形成语义化环境表征，并依托 LLMs 与视觉
语言模型在视觉内容与指令表达之间建立关
联 [554, 555]。在具身智能方面，Agent通过持续与环境交互获得状态、动作与反馈信息，从而在物理或虚
拟场景中更新策略 [494]。此外，多模态信号（如手势、姿态与语言输入）的联合使用，使得智能体能够
在交互过程中处理更丰富的上下文信息 [556]。基于以上背景，本节从多模态感知与行动的建模机制、具
身智能中的交互与策略学习过程，以及面向不同应用场景的泛化与迁移能力三个方面，对多模态与具身
Agent的研究内容进行介绍。

3.3.2.1 多模态感知建模

多模态感知与行动的建模机制侧重于通过跨模态表征与对齐，将视觉、语言等感知信息转化为可驱
动 Agent行为的语义表示。多模态 Agent通常依赖视觉语言模型与大规模语言模型实现跨模态信息表示
与对齐，其目标在于从图像、文本、语音等多源输入中提取相互关联的语义线索 [557]。相关研究通过图
像–文本对齐、跨模态注意力建模以及多模态预训练，使得 Agent能够在接收到视觉数据时结合语言描述
进行语义理解，从而支持图像描述、视觉问答、视频分析与指令跟随等任务 [558, 559]。随着跨模态预训
练数据和模型规模的扩大，Agent 在目标识别、场景理解与时序推理等任务中能够构建更丰富的环境表
征 [560]。此外，多模态建模常与决策模块结合，例如在导航或人机交互场景中，通过视觉特征提取、文
本指令解析与语义映射，将多模态信息转换为可用于动作生成的结构化表示 [561, 562]。该类方法在自动
驾驶、机器人感知与交互式系统中得到广泛应用 [563]。

3.3.2.2 具身交互学习

具身智能中的交互与策略学习主要围绕利用传感器输入和环境反馈构建感知–动作–学习的闭环展
开。具身 Agent 侧重于利用传感器输入与环境反馈完成感知、动作与学习的闭环过程 [564]。强化学习
与模仿学习是具身智能体中常见的训练范式：前者基于试错机制学习动作策略，后者通过专家示范构建
初始策略或约束策略空间 [367]。在具身交互中，Agent通常利用视觉、触觉、运动反馈等信息估计环境状

1https://the-agent-company.com/
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态；同时，电机控制、路径规划与时序动作生成等模块负责执行决策输出 [565]。研究中还结合模型预测
控制、状态估计与策略优化方法，以在动态、不确定或部分可观环境中提高学习效率 [566]。围绕复杂操
作任务（如抓取、装配、导航等），具身智能研究形成了包括操作技能分解、反馈调节机制、模拟到现实
（Sim-to-Real）迁移等在内的技术体系，用于支持智能体在不同交互条件下进行策略学习 [567, 568]。

3.3.2.3 泛化与迁移能力

多模态与具身 Agent的泛化与迁移能力研究关注智能体在跨任务、跨环境与跨模态条件下保持性能
稳定与适应性的机制。多模态与具身 Agent的研究涉及到跨任务、跨环境与跨模态的泛化能力 [569]。相
关研究探索在不同数据分布、感知条件和任务要求下的策略适应方法，包括跨域学习、知识迁移、策略
微调与分层任务规划等 [570]。视觉–语言–行动任务中，Agent可利用预训练模型获得跨领域的表征能力，
再通过适量任务特定数据进行调优，实现从一个场景向另一个场景的迁移 [554]。对于具身学习，任务与
动作规划框架通过将复杂任务结构化为子任务，使得智能体能够在长时间序列任务中保持可解释的执行
路径 [571]。多模态输入（例如视觉、语言、雷达或激光雷达数据）的联合使用，也使得 Agent能够在自
动驾驶、智能家居与医疗场景中适应不同感知条件与环境变化 [572, 573, 574, 575]。上述方法共同构成了
多模态与具身 Agent在实际应用中实现泛化能力的主要技术途径。

3.3.3 2025年的 AI发展

虽然麦肯锡等咨询机构的调研显示 AI Agent的应用尚处在早期 [576]，2025年围绕 AI Agent的空前
讨论热度则是肉眼可见。

2025年 AI成为最广泛的共识，模型能力继续发展，应用开始大范围落地，研究、产业、资本等各方
面都聚焦 AI。从年初 Deepseek-V3/R1的横空出世，到年底 Google带着 Gemini-3王者归来，2025年 AI大
模型在开源和多模态方面继续带来新的惊喜。2025年最大的特点也许是 AI达成了前所未有的广泛共识，
几乎所有人都坚信 AI是确定性的未来，NVIDIA在 2025年成为人类历史上首个市值超过 4万亿美元的公
司。人们不再满足于 AI技术的点滴进步，而是畅想 AI将会带来怎样的未来。

“从通用人工智能（AGI）走向超级人工智能（ASI）”开始被提出，标志着以大语言模型为代表的 AI
能力开始接近甚至某些方面已经达到人类水平。 2025年，超级人工智能（Artificial Super Intelligence，or
ASI）开始被越来越多提及并且严肃讨论。年初，OpenAI的 Sam Altman在个人博客中提到 AI的关注点
开始从 AGI向 ASI升级 [577]。6月，Meta公司成立超级智能实验室，并且逐渐成为Meta的 AI研发主线。
9月，阿里巴巴的云栖大会以“云智一体.碳硅共生”为主题，主旨演讲中抛出了观点“通用人工智能已
成为确定性事件，但这只是 AI发展的起点，行业终极目标是实现能自我迭代、全面超越人类的超级人工
智能”。11月，微软 AI团队提出 Humanist Super Intelligence的目标 [578]。

“碳硅共生”开始被讨论，当 AI的能力与人类相当，基础设施将面临新的“硅基”主体。 2025年底，
AI已经有能力生成让人类肉眼无法分辨真假的图片 [579]。不管是通用人工智能还是超级人工智能，当 AI
不再只是工具，而是具备和人类类似，甚至超越人类的能力，哪怕只是在某些方面，如何与未来的 AI共
生成为无法回避的问题。7月，中国移动发布《2025智能体互联网络白皮书》，讨论 Agent成为人类之外
的互联网主体之后，互联网基础设施该如何演进。

AI安全与治理仍然是广泛关注的问题，AI对社会伦理和人类生存安全的冲击需要有合理应对。于此
同时，AI带来的风险依然受到广泛的关注 [580]。当 AI的定位不再只是工具，那么该怎么保障 AI不会破
坏人类社会的安全和伦理？“先发展，还是先保障安全”的问题也仍然存在着争议。本文第 4.3章节将展
开讨论数据和 AI的安全和隐私保护问题。

AI接下来的发展会更像互联网还是元宇宙？ 2025年，生成式 AI的应用高速发展，chatgpt等工具已
经成为日常工作和生活的一部分。Agentic AI概念开始被广泛接纳，为智能体的长足发展奠定了认知层面
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图 3.4: 智能算法研究图谱技术成熟度曲线 2025

的共识基础。AGI和 ASI则为 AI发展指明了方向。那么，接下来 AI的发展是不是一片坦途？参考 Gartner
Hper Cycle为新技术提供的发展规律曲线，现在的 AI是在预期多于应用价值的发展早期（Peak of Inflated
Expectations），还是已经处在稳步落地的应用推广期（Plateau of Productivity）？同样是普惠型基础创新，
互联网的发展也许是最接近的参考。以史为鉴，2000年的“互联网泡沫”前后，是互联网基础设施的如火
如荼建设和互联网应用的长足稳步发展。也许不算一帆风顺，但是前景广阔、影响深远。当然，科技发展
过程中，我们也在见证不一样的案例，例如元宇宙（Metaverse），今天的 AI已经有些相似，两者同样有着
清晰的目标和可以用科幻电影具象展示的未来，例如《头号玩家》之于元宇宙，《钢铁侠》的贾维斯和《终
结者》中的天网之于 ASI。元宇宙离大范围应用还有差距，ASI是不是也需要更长的时间来兑现？

3.4 展望与建议

基于技术成熟度曲线的分析方法（如图 3.4所示），智能算法领域正沿着这一曲线持续演进，不断推
动云计算的智能化转型。本节将聚焦大模型与深度学习、图算法以及优化技术三大关键方向，通过分析
其未来研究方向和关键技术，探讨智能算法在赋能云计算生态系统中的作用，并提出针对性的发展建议，
为智能算法的研究与应用提供有力支持。

3.4.1 智能算法的未来研究方向和关键技术展望

智能算法在云–网-智算一体化系统的研究将沿着“运筹优化的结构化数学能力”与“深度学习模型的
数据驱动优势”双线融合演进。随着算力规模爆炸式增长、业务负载呈现强动态性与不确定性，单一的传
统优化方法难以应对高维资源、多层拓扑与复杂工作流之间的快速演化关系。未来研究将重点聚焦三个
方向：发展面向超大规模离散结构的高效近似组合优化技术，为复杂任务图、任务分配、资源调度提供高
效可扩展的优化决策基础理论；构建能够覆盖跨资源维度、异构拓扑与复杂约束条件的可扩展凸/非凸优
化算法，以适配云网系统持续增长的数据规模与决策复杂性；发展具备快速搜索、动态调整与强鲁棒性
的启发式与元启发式智能优化方法，使系统能够在非平稳、高动态环境下保持高效运营。整体而言，“优
化 +学习”的深度融合将成为未来智能云管理的核心路径，使云网系统具备端到端的预测能力、自主优
化能力与跨场景迁移能力，为构建下一代自治化、智能化云基础设施提供关键技术支撑。

以图算法、图神经网络和深度神经网络为代表的结构化建模与表征学习技术，将持续支撑云–网系统
在复杂拓扑、多维依赖和异构数据上的智能演进。传统图算法通过图划分、路径规划与流量分配等机制，
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在 AI分布式计算、负载均衡和网络性能优化中提供了高效可靠的解决方案；超图与动态图算法则面向高
阶关系和时变拓扑，为数据中心多维资源管理、复杂任务分解和高频变化场景下的实时调度提供新的建
模能力。在此基础上，将 GNNs与传统图算法深度融合，可通过端到端学习节点、边和子图表征，实现
对流量模式、异常行为、任务依赖的精准建模，支撑智能流量预测、异常检测、任务调度与故障定位等
关键能力；而更通用的深度神经网络则在多模态指标建模、性能预测与策略参数化方面提供了强大的函
数逼近能力。未来，图算法 + GNNs +深度网络的协同，将推动云–网系统从结构可解析走向结构可学习，
在保持工程可控性的同时，释放大规模数据驱动优化与智能运维的潜力。

未来 AI Agent的关键突破或聚焦于自主智能的体系化演进、新型智能基础设施、以及面向复杂社会
环境的安全可信治理体系三条主线。AI Agent的发展将从模型能力竞争转向系统能力建设，重点形成可
感知、可推理、可行动、可进化的自主智能体系。随着大模型逼近 AGI、迈向 ASI，Agent将在多模态理
解、具身交互、长期规划与自我改进方面持续增强，并从“智能工具”转变为“智能主体”。这一转变要
求计算系统实现从云到边到端的全栈重构，使 AI能在大规模、低时延、高安全场景下协同运行，真正迈
向“碳硅共生”的技术范式。同时，智能体数量的指数级增长也将把安全治理推向核心议程，在身份可
信、行为可控、价值对齐、隐私保护与风险隔离等方面提出系统级要求。总体来看，未来 AI Agent的研
究重点将围绕自主智能、智能基础设施与安全治理三大方向展开，共同支撑可信、可控、可持续的智能
社会形态。

3.4.2 智能算法的发展建议

重视算法理论的基础研究，以形式化方法、复杂性分析、最优化理论等为核心，构建面向大规模云网
系统的科学理论框架，为资源调度、负载均衡、容量规划等关键机制提供可靠的理论支撑。扎实的算法基
础不仅能够提升调度策略的精准性、可解释性与可验证性，还可显著增强云平台在异构算力池、多租户
环境以及跨区域集群中的决策一致性与调度稳定性。此外，在业务需求高度动态、多模态并发持续增长
的趋势下，算法理论与 AI模型的深度融合将成为构建下一代智能决策体系的核心驱动力。依托算法理论
与 AI模型的支撑，可以对超大规模、异构化资源（CPU/GPU/FPGA、存储介质、网络带宽）进行更为系
统的分析与预测，包括利用时序建模、流量预测、拓扑感知优化等技术提前识别业务负载趋势，为资源
池预配置、多集群联邦调度和边缘-云协同布局提供决策依据，从而实现资源的智能编排与最优配置。这
不仅能降低整体运营成本（TCO），也能强化服务质量（QoS）、响应延迟与系统可用性的保障能力。

构建可控可信的自治智能与治理体系。未来云网中的智能算法应从单点模型能力扩展为“系统中心”
的自主智能框架，将可验证性、可解释性、行为预测与安全沙箱等机制前置设计，把工具调用边界、跨租
户隔离、行为可追溯等要求固化为平台能力。需主动对接国家与国际组织在人工智能伦理与监管上的共
识，围绕益处最大化、伤害最小化、公平性与责任可追溯，形成覆盖模型训练、部署到运行全生命周期的
评估与审计体系。尤其是在大规模 Agentic AI和多智能体协同场景中，要从单体可控扩展到群体可预测
与可干预，通过数据安全、隐私保护、内容可信与责任边界等制度化安排，在技术加速与社会稳态之间
建立长期平衡，使云平台真正成为大规模自治智能系统的运行与治理基础设施。

推动绿色高效的云—边—端协同与具身智能基础设施建设。面对大模型、Agent与具身智能带来的算
力与能耗压力，云网中的智能算法设计应将能效视为基本约束，把绿色人工智能与国家“双碳”战略深度
融合：在算法层面通过剪枝、蒸馏、参数共享等技术降低训练与推理开销，在系统层面依托云—边—端一
体化调度、冷热分级存储与异构算力编排实现全栈节能。云和边缘基础设施将为多模态、具身 Agent的
训练与在线决策提供弹性算力支撑，通过将长期规划与记忆托管于云侧、把实时感知与控制下沉到边端，
实现性能、成本、能耗与体验的协同优化。通过绿色、高效、协同的基础设施演进，使智能算法既成为云
网基础设施智能化升级的核心引擎，也真正成为传统高碳行业节能减排和可持续转型的重要工具。



第四章

面向新兴技术的研究

在强大的云计算和算力网络支撑下，新兴技术产业呈现出融合创新、多元发展的态势。以低空智能、
6G、AI与量子技术为代表的新兴技术，为工业互联网、智慧金融、视联网及各行业数字化创新应用提供
坚实基础，催生出一系列具有战略价值的新兴业态。本章将深入分析上述重点技术领域的发展现状、挑
战、关键技术与研究热点，并提出未来发展建议。

4.1 研究图谱 2025：新兴产业布局中的技术生态与发展脉络
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图 4.1: 面向新兴技术的研究图谱 (由云计算研究院总结形成）

当前，云计算与云网融合技术已在一系列新兴产业中得到广泛应用，包括工业互联网、智慧金融、量
子计算、视联网等。这些产业的发展不仅依赖于前沿技术，如 6G通信、低空智能计算、数据隐私保护、
AI系统防护，同时也在实践中推动了云网系统能力的提升，使其在安全性、可靠性、移动性、高效性和
扩展性等方面得到进一步保障。本节在前三章研究架构之上，给出面向新兴技术的云计算与云网融合研
究图谱，如图 4.1所示。为系统刻画新兴技术背景下云计算与云网融合的发展脉络，有必要在应用场景与
技术能力的双重驱动基础上，对相关研究内容进行体系化梳理。一方面，新兴产业的快速演进持续提出
更高的算力调度、网络协同、安全可信与智能化管理需求；另一方面，前沿技术的涌现也不断重塑云网
一体化的体系结构与演进方向。因此，我们需要从更全局的视角重新审视云网融合的内在逻辑、关键挑
战及未来趋势。
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4.1.1 趋势分析

当前，新一轮科技革命与产业变革正处于交汇叠加阶段，国家层面围绕数字经济、先进制造、未来
产业等领域密集出台战略部署，为新兴技术的发展提供了明确方向。与此同时，云网基础设施持续演进，
算力体系、网络架构、调度机制及安全框架正面向智能化、融合化方向加速升级。在此背景下，系统研
判新兴产业发展态势与关键技术突破路径，对于构建高质量数字底座、支撑产业数字化与数字产业化协
同发展具有重要意义。从云网基础设施视角观察，新兴技术的迭代正在深刻影响算力供给方式、网络承
载能力与智能服务体系。例如，工业互联网在政策推动下加速向高可靠、可解释、场景化的智能系统演
进；面向 6G的技术体系与 AI-RAN架构推动云网深度协同成为趋势；智慧金融对安全可信计算、模型风
险管理及高稳定性基础设施提出新要求；量子计算对现有密码体系和高性能计算模式形成潜在影响；低
空经济的兴起带动时空信息网络、边缘节点与通信保障体系的重构；视联网的发展则进一步推动泛在感
知、视频处理与实时交互能力的普及。

基于此，本小节将围绕工业互联网、视联网、智慧金融、低空经济、6G及量子计算等重点方向，从
政策动向、技术趋势、产业需求与基础设施适配性等维度展开前瞻性分析，为后续云网能力规划与产业
生态布局提供参考。

工业互联网正通过政策引领与厂商实践双向驱动，重构云基础设施的技术内核与产业生态。从“连
接设备与数据采集”的早期阶段，演进为推动制造业实现智能化、柔性化与高质量发展的关键基础设施。
国家”十四五”规划及《制定国民经济和社会发展第十五个五年规划的建议》明确将工业互联网定位为制
造业数字化关键基础设施，要求促进实体经济与数字经济深度融合。这一战略跃迁对云设施提出更高要
求：不仅需要大规模算力、存储与实时处理能力，还须支持边缘智能、数据安全隔离及标准化接口，以
满足多租户、多场景的复杂需求。当前产业呈现三大趋势：云厂商与设备制造商深度合作、AI与数字孪
生技术规模化应用、中小企业加速上云与边缘部署。2025年，国内外云厂商在工业互联网领域展现出深
度垂直整合与平台化服务能力提升的显著趋势：中国电信依托天翼云在柳钢集团热轧厂部署 5G 融合架
构，实现 AI质检与产线无人化作业 [581]；Microsoft Azure获评 Gartner全球工业物联网平台领导者，通
过 Azure Arc与 Copilot AI推动工业智能规模化生产 [582]；Amazon云科技展示 AWS IoT Greengrass预测
性维护方案，以边缘计算实现故障提前预警，标志着从”卖产品”向”卖结果”的服务转型深化 [583]。这些
实践印证，工业互联网已成为驱动云基础设施创新的核心引擎与明确方向。

作为支撑数字政府、智慧城市与产业智能化转型的新型视频基础设施，视联网正从传统安防网络加
速迈向“云网融合、视频融云、云智一体、安全可信”的系统化升级阶段。《视联网云化技术白皮书（2024）》
指出，视联网已从模拟、数字化、网络化演进至智能化阶段，并进入以云化为核心的关键转折期，产业链
正在形成“标准体系建设—云化技术突破—区域规模部署—行业生态培育”的整体路径。当前，云网融
合基础设施加速构建，分布式云网、SDN/NFV、SRv6等技术实现资源统一编排和低时延接入；视频融云
推动智能编码 [584]、超低时延传输、直存技术落地，支撑视频能力从监控走向实时业务；云智一体带动
视觉大模型与视频理解在政务、交通、园区等场景规模化应用，形成从数据采集到智能决策的闭环能力；
同时，量子加密、隐私计算、区块链等安全可信技术体系逐步完善，为视联网跨域共享和合规流通提供
基础保障。在这一演进过程中，一批代表性应用场景已经展现出产业加速成型的趋势：如天翼视联网依
托“一个平台、一朵云、一张网”打造全国最大的视频监控数字化平台，实现 EB级视频资源统一纳管与
跨域调度；基于WebAssembly[585]的无插件视频通信内核突破浏览器限制，为政务指挥、应急调度提供
低门槛的实时视频通信能力；端云协同的“数字视网膜”架构在交通与城市治理中实现实时识别、结构
化分析和态势研判；量子加密链路与区块链存证应用已在重点区域落地，构建面向公共安全与关键行业
的可信视频流通体系。总体来看，视联网产业呈现云化加速、标准体系完善、智能能力融入、应用场景扩
展的态势，预计将在 2025–2027年进入从区域试点向全国性规模化部署的关键窗口期，并成为国家级数据
底座与新型基础设施的重要组成部分。

在数字经济全面跃迁与金融业务加速数字化的背景下，智慧金融体系正向智能化、可信化快速迈
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进。《中共中央关于制定国民经济和社会发展第十五个五年规划的建议》明确指出：“加快建设金融强
国”，强调发展金融科技、数字金融，并建设安全高效的金融基础设施，加强构建风险防范化解体系。近
年来，中国电信聚焦金融科技核心能力，在数据治理、智能风控等方向取得了系列突破 [586]。在数据安
全治理方面，中国电信翼支付构建企业级可信数据空间，以区块链、隐私计算、数据沙箱及后量子密码
技术实现数据“可用不可见”，覆盖存储、处理与跨域流通过程，为跨平台数据交互提供高强度加密与严
格访问认证，形成面向未来算力威胁的隐私防护体系。依托自研“密流安全计算平台 PrivTorrent”，中国
电信进一步实现跨机构场景下的数据可控融合计算，在监管、风控、反欺诈等任务中实现高性能、可计
量的可信数据流通。在智能风控体系建设上，翼支付推出自研 RiskX 2.0，通过“智能体为核心、大小模型
协同”架构将图智能、风险语义理解与多模态识别深度融合。国内外云厂商同样关注智慧金融领域，并
持续加强面向高敏感金融场景的技术基础能力建设。在国内，阿里云以机密计算支撑核心账务、交易清
算与风控系统上云 [587]。在国外，Microsoft Azure通过机密计算提供高隔离金融计算环境，支持金融机
构开展联合风控、风险分析；Google Cloud通过机密计算空间支持跨机构数据协同与生成式 AI风险管控
[588, 589]。伴随业务向云化和智能化深化，数据安全与生成式 AI安全的重要性进一步凸显，可信的数据
处理方式与可控的模型能力成为保障金融应用可靠落地的关键。

近年来，低空经济作为培育新质生产力的重要战略性新兴产业，正逐步上升为国家重点布局的发展
方向 [590]。随着无人机、空中出租车、无人货运等技术的突破，低空经济正迅速改变传统产业格局，并
推动着新一轮产业变革。《中共中央关于制定国民经济和社会发展第十五个五年规划的建议》[591]明确
指出：“加快新能源、新材料、航空航天、低空经济等战略性新兴产业集群的发展，推动量子科技、生物
制造、氢能和核聚变能、脑机接口、具身智能、第六代移动通信等成为新的经济增长点。”低空经济的发
展不仅为交通运输、物流配送、农业植保等多个领域带来了创新机遇，同时也为云计算和智能计算技术
的应用提供了广阔的舞台。以无人机为代表的低空飞行器需要强大的实时数据处理能力和高效的智能计
算支持，这促使低空智能计算成为技术研究的焦点。无人机在飞行过程中产生的大量数据，需要通过云
计算和边缘计算的协同处理来实现实时决策和精准控制。尤其是在低空经济的核心领域——智慧物流与
智能城市建设中，低空智能计算技术的应用将极大提升运营效率、降低成本，并推动智能交通系统的进
一步发展 [592]。随着国家政策的支持和技术的持续进步，低空经济的产业链将更加完善，数字化转型的
步伐也将加速，云计算将在其中扮演至关重要的角色。

作为支撑未来数字文明和智能社会的关键基础设施，6G成为我国重点关注和发展的重点方向之一。《中
共中央关于制定国民经济和社会发展第十五个五年规划的建议》将 6G作为新的经济增长点 [591]。目前，
6G的产业发展现状正在从概念研发布局进入关键技术攻关与预商用验证的过渡期，全球产业链已逐步形
成“标准预研—关键技术突破—试验网络验证—生态体系培育”的整体路径。各大头部企业积极推动产
业化进程，爱立信、诺基亚、三星、华为、中兴等厂商已展示 140GHz以上太赫兹原型机、AI-RAN架构、
星地融合网络样机和通感一体化设备 [593]。同时，运营商与产业链企业形成了较为完整的研发体系，中
国电信将 6G视为未来网络发展的核心战略方向，并率先提出“全域智惠网络”技术体系，围绕天地一体
化、通感融合、智能超表面（RIS）、星地融合通信等关键技术方向展开系统布局。中国电信牵头的“6G
系统计费研究”项目获批通过，实现中国电信在 3GPP国际标准组织的 6G牵头立项突破，能够为 AI、通
感、天地一体等 6G关键服务提供可行的计费方案。此外，中国电信在 6G网络架构、星地融合、近域网
络、无线智能化等方向开展攻关，牵头“6G网络架构及关键技术”国家项目，提出“三层四面”网络服
务框架和数据驱动分布自治的新型网络架构，发布了《6G网络架构展望白皮书》、《6G分布式组网技术
白皮书》、《网络节能技术白皮书》等多部白皮书，共享自身最新科研成果，推进 6G创新与产业进程。整
体来看，6G产业正呈现出技术快速收敛、产业链加速联动、星地融合场景拓展、AI原生化趋势强烈的格
局，预计 6G将在 2029–2030年进入首批商用，产业生态现已从基础理论研究迈向系统验证与预商用阶段
的关键窗口期。

量子计算硬件与软件取得快速发展，正逐步融入云计算和云网融合产业生态。在过去十年中，量子
计算硬件和软件取得了迅速发展。中国电信积极布局量子计算领域，推动量子技术与云服务的深度融合。
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近期，中国电信在量子通信和量子计算领域取得重大突破，成功完成超百公里的空芯光纤量子与经典信
号共纤传输实验，创下新纪录 [594]。该创新通过频谱协同分配机制，有效解决了传统实芯光纤中量子与
经典信号相互干扰的难题，为量子通信与现有网络的融合部署提供了低成本、高效率的解决方案。此外，
中国电信自主研发的超导量子计算机“天衍-287”已正式运行，具备“量子优越性”，在特定问题上的处理
速度远超传统超级计算机。这些突破不仅推动了量子通信和量子计算的产业化进程，也为云计算和云网
融合相关新兴技术产业注入了强劲创新动能，加速了数字经济和未来信息网络的升级发展。目前，量子计
算已成为全球主要国家之间开展综合国力竞争，维护国家技术主权的关注焦点之一。近年来，我国政府相
关部门出台了《关于推动未来产业创新发展的实施意见》《元宇宙产业创新发展三年行动计划（2023-2025
年）》《新产业标准化领航工程实施方案（2023 - 2035年）》等多项政策，支持量子计算、量子通信等量子
技术的发展 [595, 596, 597]。

4.1.2 方向聚焦

在全球科技革命与产业深度变革加速推进的背景下，新兴技术产业正成为推动经济高质量发展和数
字化转型的核心驱动力。我国高度重视新兴技术产业发展，2025年发布的《中共中央关于制定国民经济
和社会发展第十五个五年规划的建议》明确提出，要加快推进 6G、人工智能、量子计算、低空智能网、
算力网络等关键新兴技术在各领域的应用，构建安全、可靠、高效的数字经济基础设施。政策的持续引
导与投入，为新兴技术产业的创新发展营造了良好的生态环境。中国电信作为通信领域的领军企业，积
极响应国家战略，加快在新兴技术产业的布局与落地。2025年，中国电信提出以“云改数转智惠”为核
心的战略升级方案，重点推进低空智能感知、边缘算力、量子通信与 AI赋能的数字化解决方案，加快推
动工业互联网、智慧交通、智慧医疗、智慧金融等多行业数字化转型。在政策与技术双轮驱动下，中国电
信持续扩大算力网络与云服务能力，构建覆盖“中心-区域-属地-边缘”的全场景云网基础设施体系，同
时积极探索国际合作与海外业务拓展，提升全球竞争力。

2025年新兴技术领域在新型计算架构、空天地一体化体系与智能网络等方向持续突破，技术演进与产
业应用的深度耦合正加速未来基础设施体系的重构。新兴技术正围绕“下一代智能计算范式的演进”、“空
天低空等新场景的广域协同”以及“智能系统的安全可信与风险防控”等主题形成发展共识。在此背景下，
新一代计算体系与空天地低空的泛在智能应用逐步形成技术演进的主线，同时，伴随数据规模的激增与模
型复杂度的提升，数据与 AI的安全可信体系也成为支撑产业可持续发展的关键基础。基于此，下文将围
绕新兴技术应用的发展脉络，以及数据与智能系统的安全与治理需求展开系统性梳理与深入分析。

4.2 热点方向九：新兴技术及应用

在数字经济全面跃升和新质生产力加速形成的关键阶段，全球信息基础设施正从“地面—空天—量
子—低空”多域协同的体系化演进进入纵深。为支撑未来社会的泛在连接、实时智能和极限可靠，创新
范式亟需突破传统计算与通信体系的边界：太空计算通过在轨分布式算力与智能协同，扩展了地外信息
能力空间；量子计算以颠覆式算力优势，为复杂优化、材料设计与安全体系重构提供新路径；6G作为下
一代国家战略型信息底座，构建天地空海一体化的超宽带、超低时延和原生智能通信网络；而低空智能
计算则在低空空域中实现感知、通信与边缘智能的深度融合，支撑无人机集群、低空交通与城市安全等
新场景的规模化落地。四类技术相互促进、协同演进，共同构成未来信息基础设施的新核心能力，是推
动产业变革和社会智能化升级的关键引擎。

4.2.1 智能时代下的新兴计算范式

随着数字基础设施不断向更高维度延伸，传统计算范式已难以满足未来信息系统在规模、异构性和
实时性上的极限需求。面向深空探测、全球互联和极端环境智能化任务，太空计算正在成为构建新型算
力体系的重要方向；同时，为解决传统计算在复杂优化、材料模拟与安全算法上的瓶颈，量子计算正以
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表 4.1: 新兴技术应用领域热点

研究点 研究方向概述 会议及期刊 研究主要关注点与代表性工作

新兴

计算

与地面计算设施相比，太
空算力平台受到有限计
算资源、未知太空环境、
动态无线链路等因素的
影响。现有研究重点关注
星载算力平台中的边缘
计算与AI推理两个方向，
旨在提升太空计算效率。

ATC
MobiCom
INFOCOM

RTSS
TSC

• 星载边缘计算：北京邮电大学的相关团队探索 RUST语言与 linux内核的融合，
提升星载操作系统的响应速度和实时性 [598]，并对计算设备在太空环境下的
性能进行测量，分析辐射、温度等关键因素对卫星计算系统的性能影响 [599]。

• 太空 AI推理：北京邮电大学的相关团队在卫星能量采集系统动态性和无线环
境不确定性的影响下设计系统能耗优化算法，提升卫星运行寿命 [600, 601]。同
时，在算力和存储受限的情况下，该团队设计星地协同的图像处理算法 [602]，
用于提升系统整体运行效率。

6G

随着通信网络的进一步
发展，智能化成为 6G技
术发展的新趋势。现有研
究重点聚焦智能化网络
管理和网络架构演两大
方向，旨在全面提升网络
服务能力。

SIGCOMM
MobiCom

NSDI
INFOCOM

• 智能化网络管理：欧洲电信学院的相关团队利用大模型提升 6G网络管理自动
化 [603]，构建智能化运维体系。北京大学相关团队设计面向 6G边缘智能的高
效视频分析系统 [604]。

• 网络架构演进：谷歌和格拉纳达大学的相关团队针对 6G驱动的网络架构演进
展开研究，针对 O-RAN [605]的架构设计和多路径广域传输 [606]展开分析。来
自米兰理工大学、埃因霍芬理工大学的相关团队则关注 6G开放研究基础设施，
包括 6G测试平台、可复现实验系统、AI-native网络架构 [607, 608, 609]。

低空

智能

计算

低空智能计算是面向无
人机等低空载体，融合
感知、通信与云边协同算
力，以支持低时延、高可
靠的实时环境理解与安
全智能决策的综合计算
体系，支撑多模态感知与
复杂任务规划与执行，提
升全面自主性。

CVPR/ICCV
NeurIPS/ICML
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• 低空智能感知：云研究院联合中电信无人科技公司提出一种面向低空场景的多
模态感知增强算法 [610]，提升了无人机的感知鲁棒性；山东大学研究团队 [611]
引入跨尺度特征融合和区域注意力，缓解了目标与背景遮挡带来的检测偏差。

• 低空大模型：香港科技大学研究团队提出了低空感知多模态基座大模型 Re-
moteCLIP[612]，利用对比学习，将视觉特征和与文本嵌入进行特征对齐。

• 无人机具身智能： Skoltech研究团队提出了 UAV-VLA [613]，结合视觉语言模
型和 GPT，能够根据卫星图像和语言描述生成 UAV飞行路径和动作计划。

• 空-地协同： Western 大学团队 [614] 提出目标驱动的信任感知机制，在动态
UAV-UGV系统中，将卸载建模为图匹配与任务聚类，实现高效可信协作分配。

突破性的并行性和指数级性能潜力推动计算模式革新。二者共同构成未来智能基础设施演进的关键驱动
力，并将在算力组织方式、任务卸载模式及系统架构设计上带来深远影响。

4.2.1.1 太空计算

太空计算是指在卫星、探测器、空间站等航天平台上部署具备抗辐射、高可靠和低功耗特性的计算
与智能处理能力，使其能够在太空环境中自主完成数据处理、任务规划、智能识别与协同决策。随着地
轨星座规模化部署、星间链路的普及以及航天级 AI芯片的发展，太空计算正从单星的独立计算演进为星
座级的分布式智能体系，实现星上 AI推理、在轨自治运行、跨星协同计算以及深空探测的高自主化，最
终形成“天基边缘计算 +太空云 +深空智能”融合的发展方向 [615, 616]。目前，卫星计算领域重点关注
星载边缘计算和太空 AI推理与自主决策两个方向 [617, 618, 619]。星载边缘计算是指在卫星、探测器等航
天器上部署具备抗辐射、高可靠、低功耗特性的计算硬件，并结合航天级操作系统、容器化与虚拟化等
软件技术，使其能够在轨执行高性能的数据处理、AI推理与自主决策，从而减少对地面站和地面算力网
络的依赖、提升任务实时性并降低星地链路下行传输压力。其体系结构通常由三部分构成：一是硬件层，
包括航天级处理器（如 RAD750、RAD5545、LEON3/4）、散射和辐射防护升级的商业 AI芯片（如 NVIDIA
Jetson AGX）、低功耗存储器等；二是系统层，涵盖 VxWorks、RTEMS等航天级操作系统，星上容器化、
虚拟化、OTA在轨升级机制以及任务调度；三是应用层，例如深空通信、地面目标识别、地面目标追踪、
灾害预警等典型应用。太空 AI推理与自主决策，是指在空间环境中利用先进的人工智能技术，使航天器、
探测器、卫星等能够在复杂的环境下实现自主感知、理解、推理、规划和决策。与地面系统相比，太空
环境内存在通信延迟大、计算资源受限、任务环境极端等挑战，这对 AI推理和自主决策提出了更高的要
求 [599]。AI推理主要涵盖知识表示、逻辑推理、概率推理、因果关系建模以及复杂事件推断等技术，能
够让航天器从感知数据中提取环境状态信息、预测未来可能事件并生成合理的推论。目前，太空 AI推理
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应用
场景
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供电系统 数据管理 姿态控制 载荷系统传输系统 射频系统
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轻量化&实时性 云原生调度容器服务
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响应时间: 毫秒级

CPU抢占算法

确定性任务支撑

路由管理

星座拓扑控制

星地\星间动态路由

分布式任务协同

图 4.2: 太空计算系统组成结构 [616]

与自主决策正处于从基础理论研究向工程应用快速发展的阶段，通过智能化手段实现航天器在复杂太空
环境中高效、安全、可靠的自主运行，为未来人类太空探索与长期自主运营奠定智能化基础。

4.2.1.2 量子计算

量子计算是指在量子芯片、量子处理器等新型计算平台上，利用量子力学中的叠加、纠缠和干涉等
基本原理，赋予系统远超经典计算机的信息处理与智能推理能力。随着超导量子比特、离子阱、光子等
多种硬件技术的突破，以及量子算法、量子编程语言和量子误差校正机制的不断发展，量子计算正从实
验室原型逐步迈向实用化和产业化。当前，量子计算领域重点关注高保真度量子比特的制备与操控、量
子纠错与容错机制、量子操作系统与编程工具的完善，以及面向化学模拟、优化、人工智能等方向的专
用量子算法创新。其体系结构通常由三部分构成：一是硬件层，包括超导量子芯片、离子阱处理器、光
子量子器件等，重点攻关量子比特的相干时间提升、门操作精度和大规模集成能力；二是软件层，涵盖
量子操作系统、量子编程框架（如 Qiskit、Cirq、Paddle Quantum等）、量子云平台及算法库，支持量子
程序的设计、调试与优化；三是模型与应用层，涉及量子模拟、量子机器学习、量子优化等前沿领域，推
动量子计算在化学材料、人工智能、金融分析等行业的实际落地。在实际应用方面，量子计算已经在多
个行业展现显著价值。在实际应用方面，量子计算已在金融、医药、制造、能源等行业展现出显著价值。
例如，汇丰银行与 IBM合作验证了量子计算在企业债券算法交易中的优化能力 [620]，富士通则通过量子
模拟器推动化学、工业优化和图像处理等落地 [621]。量子技术不断突破药物发现、材料设计、供应链管
理、密码学与网络安全，成为数字化转型的重要驱动力。与此同时，量子计算的发展也对数据安全和加
密体系提出了挑战。由于 Shor算法等量子算法可能破解现有加密技术，NIST等机构正加快抗量子加密标
准制定，企业也在积极提升加密敏捷性。未来，量子计算与人工智能、云计算等技术的融合，将持续推动
产业创新，但也要求企业提前布局安全策略，以应对量子时代的新机遇与挑战。

4.2.2 面向泛在互联的第六代移动通信系统

6G（第六代移动通信系统）通常被认为是继 5G之后的下一代信息基础设施，将在智能化、泛在化、
实时化和空间化通信方面实现根本性跃升。它不仅关注更高的峰值速率（Tbps级）、更低的时延（亚毫秒
级）和更大的设备连接规模，更重要的是提出了“空天地海一体化网络”“感知–通信–计算深度融合”“原
生智能通信”“可信与安全全域覆盖”等新型能力，使通信从单纯的“数据传输”演进为“万物智能互联”
的基础平台 [622, 623]。当前国际对 6G的定义尚未完全统一，但普遍共识是：6G将成为一个融合通信、感
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知、计算、智能和安全的综合系统，使设备不仅能高速通信，还能实时感知环境、协同推理决策，并在跨
场景、跨介质、跨维度的网络中自由移动。目前，各国已经开始面向 2030年左右的 6G商用展开系统性
布局。美国发布“Next G Alliance”路线图，强调以人工智能原生网络、极高频段（如太赫兹）通信、智能
表面等为重点方向；欧洲通过 Hexa-X、Hexa-X II项目构建 6G愿景框架，强调网络可持续性、可信性和
泛在连接；中国则提出天地融合、智能原生、安全可信的整体方向，积极开展太赫兹器件、RIS可重构智
能表面、空天地海一体化网络、AI原生无线系统等研发，并已完成多项重大验证实验 [624, 625, 626]。6G
网络将从以连接为中心向以智能与服务为中心转变，从地面通信系统扩展为空天地海全域覆盖系统，从
人和物的连接演进为万事万物的实时协同。

4.2.2.1 AI-RAN

AI-RAN（AI-Native Radio Access Network）是面向 6G的新一代无线网络体系结构，其核心思想
是让 AI从外部附加功能演进为网络的内生能力。通过在协议栈全层深度嵌入学习、推理、预测和自主优
化能力，使无线网络具备持续学习、自我进化、自主决策与实时优化的能力 [627]。AI-RAN强调以数据驱
动、端–网协同、在线学习和智能调控为核心，使基站、边缘节点、终端能够共享状态信息，基于环境变
化动态调整频谱、功率、波束、调度、切片和缓存策略，从而显著提升网络服务质量。AI-RAN的发展不
仅旨在解决当前蜂窝网络在超密集连接、极端动态性和高维复杂性下难以通过传统方法优化的问题，更
希望构建一个“可感知、可学习、可预测、可闭环”的智能无线网，为 6G的超低时延海量业务、空天地海
融合通信、智能终端群协作提供基础支撑 [628, 629, 630]。从发展现状来看，AI-RAN已成为 6G国际研究
的核心方向之一。学术界围绕大模型驱动的物理层智能、基于强化学习的无线资源调度、基于图神经网
络的拓扑优化、基于联邦学习的隐私友好型网络智能等展开深入研究，出现了 AI-native PHY/MAC、智能
波束管理、数据驱动链路自适应、智能覆盖预测等一系列关键成果。产业界方面，3GPP、O-RAN Alliance、
ETSI ZSM、Next G Alliance、Hexa-X II等国际标准组织陆续启动 AI-RAN相关机制的预研 [631]，多家设
备与芯片厂商（如华为、爱立信、诺基亚、高通、英伟达等）推出了 RAN专用 AI加速引擎、边缘推理芯
片和针对物理层的大模型，推动 AI-RAN从研究走向可部署验证阶段。

4.2.2.2 低功耗广域物联网

低功耗广域物联网是指面向大规模连接、远距离覆盖与超低功耗需求设计的新型物联网通信技术体
系。能够以毫瓦级功耗、公里级覆盖、十年级电池寿命和低成本模组，实现数以亿计的传感器、计量设备、
智慧城市终端等设备的长期稳定运行 [632, 633]。与传统蜂窝物联网或短距离无线技术相比，低功耗广域
物联网的核心特征包括：低速率但覆盖范围极大、节点能耗极低、终端成本极低、网络部署灵活、能在地
面、地下、室内、偏远地区等多类型场景下实现稳定连接。其技术路线主要分为两大类：一类是基于运
营商网络的方案，如 NB-IoT与 LTE-M，通过许可频段提供高可靠连接与全网覆盖；另一类是基于自组织
的方案，如 LoRa与 Sigfox等，通过灵活和轻量级广域网络方式实现低成本部署 [634, 635, 636]。为了解决
LoRa网络在高密度部署中出现的数据包冲突问题，云计算研究院联合清华大学相关团队，提出了基于无
线信道特征的冲突解调方案，相关成果发表于计算机网络领域顶级会议 IEEE ICNP。论文提出的 CD-LoRa
框架包含三项关键创新：第一，通过构建精细的硬件与负载耦合相位模型来分离硬件和载荷调制导致的
相位畸变，恢复真实信道特征；第二，设计线性相位拟合策略，在极低信噪比下稳定提取信道特征；第三，
结合信道时变特性设计基于轨迹模型的动态聚类算法，使系统能够在动态场景下实现可靠解调。

4.2.3 面向低空经济的智能计算

随着无人机技术的迅速发展，低空智能计算已经成为推动低空经济和智能化应用的重要支柱。低空
智能计算不仅仅指飞行器的感知、决策与执行能力，还涉及如何通过高效的计算和智能算法，提升飞行
器在复杂低空环境中的自主性和任务执行效率。低空空域通常指海拔 1000米以下的区域，这一高度范围
内的飞行器面临着多样的挑战，例如气象变化、动态障碍物、复杂的地形地貌以及对实时性和精度的严
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格要求 [637]。低空智能计算的核心目标是利用人工智能、大数据和高性能计算能力，推动低空飞行器在
巡检、物流、农业、应急救援等多个领域的应用创新。为了实现这一目标，低空智能计算依赖于多项关键
技术的协同作用，包括低空感知、低空大模型、无人机具身智能和空地协同等。

4.2.3.1 低空智能感知

低空智能感知技术通过集成多种传感器（如视觉、激光雷达、红外热成像等）帮助无人机在复杂环境
中进行目标识别、跟踪和环境感知，确保飞行器能够在各种动态和复杂的低空场景下做出实时响应 [638]。
在这些感知任务中，底层视觉技术作为基础层，发挥着至关重要的作用，主要负责从图像数据中恢复和
增强环境信息，提升飞行器在低空环境中的感知能力。底层视觉涵盖了图像去雾、超分辨率重建、去模
糊、低光增强等任务，通过多源数据融合技术，如将视觉和红外图像进行融合，有效解决低光照、雨雾、
沙尘等环境中的图像质量问题，为目标检测和路径规划等应用提供可靠的数据支持 [639]。底层视觉与目
标检测、跟踪等任务紧密结合，典型的深度学习算法如 YOLO [640]和 Faster R-CNN [641]被广泛应用于
目标检测，能够高效实时地识别多类目标。随着低空经济加速发展，无人机在复杂环境中持续运行的能
力面临更高要求，尤其在雾霾等恶劣天气条件下，视觉退化问题成为制约其部署与应用的关键技术瓶颈。
对此，云计算研究院联合中电信无人科技公司，提出了一种面向无人机平台的雾浓度感知跨模态数据融
合方法 HDCFN [610]，成功发表在多媒体领域顶级国际会议 ACM MM 2025。该方法利用红外模态在结构
感知方面的优势，通过自适应融合机制动态增强可见光模态的视觉特征，有效提升了边缘设备在复杂气
象环境中的场景感知能力，性能达到了国际领先水平。该方法不仅增强了端侧设备在实际场景中的感知
鲁棒性，也为实现端云协同的智能感知奠定了技术基础。

4.2.3.2 低空大模型

低空大模型是用于处理低空环境数据的大规模预训练模型，能够跨模态理解低空环境中的复杂数据，
从而提供更强的感知与决策能力。这些模型通常包含视觉大模型、语言大模型、遥感大模型以及多模态
大模型，旨在提升无人机的跨域任务执行能力。低空大模型的核心任务包括视觉处理、语言理解、遥感分
析和多模态推理等。这些任务通过深度学习框架优化，使得无人机能够在复杂环境下做出更精准的决策。
针对低空环境，视觉大模型如 ViT [642]和MAE [643]等被广泛应用，用于改进无人机的目标检测、视觉
定位和图像分割等任务。在语言理解方面，BERT系列和 GPT系列模型可以优化无人机对环境描述和命
令的理解，增强自主飞行能力。此外，遥感领域的模型如 SatMAE [644]和 RemoteCLIP [645]，通过处理遥
感数据帮助无人机实现更精准的环境感知和动态监测。多模态大模型，如 CLIP [646]和 GeoCLIP [647]，则
结合视觉与文本信息，通过对比学习和跨模态表示学习，提高了无人机对低空复杂环境的理解能力，特
别是在低空巡检和监控等场景中的应用。

4.2.3.3 无人机具身智能

无人机具身智能是指无人机通过与物理环境的交互，具备感知、决策和执行的闭环能力，实现自主
操作。其系统包括感知、决策和执行模块：感知模块集成视觉、激光雷达和惯性导航单元等传感器，实
时获取环境信息；决策模块基于感知数据进行路径规划、任务分配和避障；执行模块根据决策指令控制
飞行动作。具身智能面临的主要挑战是应对动态的六自由度环境、飞行姿态控制和气动效应，尤其在低
空环境中，还需考虑气象变化和突发障碍。动态路径规划与避障技术，如 A* [648]和 EGO-Planner [649]，
通过算法优化保证飞行安全，深度强化学习算法如 FASTER [650]和 TOOR-MPCC [651, 652]能够应对动态
障碍、优化飞行路径。多机协同任务分配通过 DRL算法（如MADER [653]和 DREAM [654]）协调任务执
行，提高效率。视觉-语言-行动 VLA（Vision-Language-Action）模型结合视觉、语言和行动生成，使无人
机在复杂任务中做出高效决策。强化学习同样用于飞行路径和任务策略的动态调整，特别在避障中帮助
无人机应对复杂环境，减少碰撞风险。具身智能技术通过感知、决策和执行模块的协同推动无人机在低
空环境中的自主飞行，广泛应用于智慧城市、灾害救援和环境监控等领域。
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4.2.3.4 空-地协同

空-地协同技术是在任务执行过程中，由空中平台（如无人机集群）与地面平台（如地面机器人、无
人车、固定监测站等）形成异构多智能体系统，通过信息共享和协同控制，以显著提升任务执行的效率、
鲁棒性和空间覆盖能力 [655]。系统架构通常包括空中平台、地面平台和通信与计算支撑层：空中平台负
责大范围、全局性的感知与监控，可快速获取宏观态势信息；地面平台则承担高精度操作、近距离交互与
环境干预等精细任务；通信与计算层依托车联网/专网、边缘计算与云端服务，实现多源异构数据的实时
融合与下行控制指令的可靠分发 [656]。空地协同的典型任务可分为协同感知、协同态势理解与决策、协
同导航与路径规划以及协同执行与反馈闭环等。多智能体强化学习、博弈论驱动的任务分配、分布式规
划与一致性控制算法是常见的空地协同方法体系 [657]，可在存在通信时延、局部观测与资源受限的条件
下优化任务分解、角色分工与执行调度，并支持在灾害救援、低空物流、巡检安防等复杂场景中的在线
重规划和自适应协作。

4.3 热点方向十：数据与 AI的安全

在新兴技术快速落地与跨场景融合的背景下，数据与 AI的安全已经从单纯的风险防范转向支撑业务
可信、生态协同与社会可持续的重要基础能力。其中，数据安全成为智能系统可信运行的前提，在跨云、
跨域、跨设备场景中，数据采集、存储、交换与使用过程面临隐私泄露、数据滥用与越权共享等风险。而
AI安全则成为智能决策可靠性的核心保障，模型受到对抗样本、越狱攻击、后门攻击等威胁，可能导致
误判、错误执行甚至引发现实风险。对数据与 AI的安全体系化研究，是未来智能应用真正可信落地的根
本支撑。具体而言，后续两个小节将分别探讨面向数据隐私、面向 AI系统的攻击方法与防御策略等关键
问题。为更好地理解相关技术路径与研究进展，表4.2重点遴选了部分具有代表性的关键研究成果。

4.3.1 面向数据隐私的安全威胁与保护机制

随着云计算的普及，数据与模型的部署范式正迅速由本地计算转向云端托管。在典型的云 AI服务框
架中，用户数据被上传至云侧，由集中托管的模型完成推理处理，并通过 API或其他形式对外提供能力。
在这一架构下，业务日志、用户交互记录、领域知识库等高敏感数据长期驻留并流转于云端，使隐私保
护成为支撑云服务可信性的关键前提。云环境的资源集中性与跨租户共享特征，使攻击者一旦突破边界
便可能访问大规模敏感数据；同时，大模型的推理行为具有强依赖性和可诱导性，若缺乏有效隔离与约
束，则可能泄漏训练样本、交互上下文乃至系统提示信息，显著放大隐私风险。当前围绕云端智能服务
的数据安全，攻击手段已覆盖数据从存储、传输到使用的完整生命周期。围绕这些风险面，目前在研究
与工业实践中形成了三类主要的技术防护路线，如图4.3所示。下面将讨论各类攻击与防护方案的适用性
与技术特点。

4.3.1.1 数据生命周期内的安全威胁

数据存储中的安全威胁主要源于静态数据长期存留与权限配置复杂化带来的攻击面。其核心风险在
于：一旦存储资源的控制权限被攻破，攻击者即可直接读取或篡改其中的敏感内容。主要可分为未授权
访问 [677]、身份滥用 [678]和权限配置错误 [679]三类。未授权访问源于数据库、对象存储或镜像仓库的
认证缺失或接口暴露，使攻击者无需凭证即可直接读取敏感数据。身份滥用指攻击者通过已泄露的密钥
或未轮转的长期令牌获取合法身份，在无需攻击存储系统的情况下完成数据窃取或篡改。权限配置错误
则来自云环境的自动化与多级权限继承，导致新建资源意外获得访问快照、备份或日志等敏感静态数据
的权限，从而形成隐蔽且难以察觉的暴露面。

数据传输中的安全威胁主要源于跨服务通信链路复杂化与网络路径可被中断与劫持带来的攻击面。
其核心风险在于：一旦传输路径被监听、篡改或重定向，攻击者即可获取明文数据，或注入恶意载荷操



76 CHAPTER 4. 面向新兴技术的研究

表 4.2: 数据与 AI的安全研究领域热点

研究点 研究方向概述 会议及期刊 研究主要关注点与代表性工作

面向数

据隐私

的安全

威胁与

防护

机制

随着云计算与大模型服
务的高速演进，数据在跨
场景中的高频流动显著
增加了隐私泄漏风险。当
前研究正以多角度攻击
建模为驱动，以隐私增强
计算为核心，构建面向智
能服务的数据安全体系。

S&P
Security
NDSS
CCS

NeurIPS
ICML
TIFS
TDSC

• 面向数据隐私的推理攻击：字节跳动的团队提出基于生成式模型的上下文依赖
特性，利用多轮诱导触发模型隐式记忆，使其复述其他用户历史对话的上下文
泄漏攻击 [658]。洛桑联邦理工的团队提出通过参考样本校准决策边界，实现对
成员样本记忆的成员推理攻击 [659]。

• 具有理论保证的防御：阿里巴巴的团队基于安全多方计算支持多机构在不共享
原始数据的前提下联合完成分析任务 [660]。Google的团队提出向参数梯度注
入噪声，使结果不依赖个体的差分隐私机制 [661]。多伦多大学的团队提出移除
特定样本影响，使模型在统计上恢复至未见该数据的遗忘学习方法 [662]。

• 基于数据最小化暴露的防御：北京邮电大学的团队提出基于拆分学习，仅上传
中间激活以弱化输入可逆性 [663]。Meta的团队提出使用生成数据替代真实敏
感样本用于训练或分析，以减少原始隐私数据的直接暴露 [664, 665]。

面向 AI
系统的

攻击

方法与

防御

策略

随着 AI系统深入关键领
域，其攻击面逐步扩大，
对抗样本攻击、越狱攻击
和后门攻击成主要威胁，
相应的防御机制以及安
全治理方法也在不断推
陈出新。

NeurIPS
ICML
ICLR
S&P
CVPR
ACL
MM

WWW
AAAI

• 对抗样本攻击与防御：哥伦比亚大学的团队通过词嵌入空间生成人类难以辨别
的对抗文本，使 LLM生成文本检测器的性能暴跌 [666]。NVIDIA的团队提出对
抗攻击先发制人防御机制，确保在给定强度范围内任何针对当前输入的攻击都
会失败 [667]。

• 越狱攻击与防御:清华大学的团队通过排版和扩散模型将违禁内容转换为图像，
从而绕过安全对齐机制 [668]。香港中文大学联合阿里巴巴的团队发现视觉-语
言大模型在处理不安全提示时会表现出独特的激活模式，这些模式可用于检测
和缓解对抗性输入，而无需进行大量的微调 [669]。

• 后门攻击与防御：清华大学联合腾讯的团队提出的攻击方法针对 token 化层，
植入一个切换 token，使得模型可以在良性和恶意行为之间动态切换 [670]。香
港科技大学的团队通过模拟触发并定位后门行为，再结合多轮消除与校准步骤
有针对性地撤销大语言模型中的后门触发能力 [671]。

• AI安全治理:UCSB等的工作聚焦人工智能生成内容的检测问题，即区分人类和
大模型生成的内容（文本和图像），以推动 AI安全治理 [672, 673, 674, 675, 676]。

纵业务逻辑。主要可分为未加密或弱加密通信、传输路径劫持和会话凭证截获三类。未加密或弱加密通
信指服务之间、用户与云平台之间或微服务内部存在明文传输，使攻击者可在链路层直接窃听、重放或
篡改数据 [680]。传输路径劫持来自代理链路被控制或接口调用链遭篡改，使数据被重定向至攻击者控制
的节点 [681]。攻击者不仅可获得传输内容，还可注入恶意响应，进一步移动至控制平面或其他服务。会
话凭证截获是指攻击者在传输路径中窃取 Token、短期会话密钥，从而冒充合法用户或服务执行操作。由
于云环境依赖大量接口调用与自动化认证流程，这类威胁可迅速放大，导致数据大规模泄露。

数据使用中的安全威胁主要源于模型行为对其训练数据或上下文数据具有依赖性，使攻击者能够通
过查询模型的输出来推断敏感信息。其核心风险在于：攻击者无需直接访问数据，只需观察模型输出来推
断训练样本、敏感属性或上下文内容。主要可分为训练数据推理攻击与上下文数据窃取攻击两类。训练数
据推理攻击旨在仅观察模型外部行为的情况下推断训练数据的成员关系、敏感信息，或从整体上推测训
练数据的统计特征。其中，成员推理攻击MIA（Membership Inference Attack）通过分析输入对模型响应的
敏感性差异判断某样本是否属于训练集。早期方法依赖小规模模型的对训练数据的过拟合特性 [682]，但
随着预训练大模型的泛化性加强，近期研究开始关注通过生成参考样本校正边界 [659]、在模型训练环节
注入轻量级扰动以放大成员记忆 [683]，或从用户群体的生成风格推理 [684]。属性推断攻击AIA（Attribute
Inference Attack）通过分析模型行为与训练特征之间的相关性，推断本不公开的个体属性或群体统计特
征 [685, 686]。最新研究从放大属性与输出之间的微弱关联实现更高重建精度 [687]，以及在联邦学习等分
布式训练场景中从局部梯度、残差或参数更新中反推出个体的敏感属性 [688]。

上下文数据窃取攻击利用大模型推理阶段对历史对话、系统提示、知识库内容的依赖，通过诱导或
操控生成式模型的响应来获取其他用户的对话内容或知识库片段。其中，上下文泄漏攻击通过多轮次构
造诱导性问题、反事实提示或伪装任务，使其复述其他用户的历史对话 [689]，或通过设计示例检测模型
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数据生命周期内的安全威胁

数据存储
未授权访问

身份滥用

权限配置错误

数据传输
弱加密通信

传输路径劫持

会话凭证截获

数据使用
成员推理攻击

属性推断攻击

上下文泄漏

关键保护技术

基于密码学
同态加密

零知识证明

安全多方计算

可量化隐私

差分隐私

遗忘学习

数据最小化暴露
联邦学习

拆分学习

数据合成

访问静态存储数据 获取动态传输数据 推理模型使用数据
数据 计算

数据可用

不可见

图 4.3: 面向数据隐私的安全威胁与保护技术

是否保留提示中的敏感片段 [690]。研究还表明上下文规模越大，泄漏概率越高 [658]。面向 RAG的知识
库泄露攻击则通过操控检索路径，使模型在回答中直接复述召回文档中的敏感内容 [691]，或通过遮蔽并
测试补全行为判断目标文档是否存在于知识库中，从而暴露文档级数据隐私 [692]。

4.3.1.2 数据隐私保护技术

基于密码学的防护方法在协议层切断了原始数据与云端计算环境的直接接触，使任何计算模型都只
能在密文或隐藏表示上运行，从而从根本上避免训练与推理阶段的数据泄漏。这一类方法的核心优势在
于与模型结构、推理框架、任务类型无关，提供可证明的隐私保护。当前研究与实践主要包含两条技术路
线：全同态加密和多方安全计算。全同态加密 FHE（Fully Homomorphic Encryption）提供密文域可计算能
力，使云端系统无需访问明文，即可执行线性模型、部分复杂模型的推理。代表性进展有：HECO展示了首
个可将高级程序自动转换为高效 FHE运行形式的编译器，使传统机器学习算法、神经网络算子都能在密
文上执行 [693]；AThFHE将任意门限 FHE构造为一种近似秘密共享任务，使多参与方在密文域协作推理
或训练结构化模型时的通信和计算大幅降低 [694]。安全多方计算MPC（Secure Multi-Party Computation）
适用于多个组织需要共同使用模型，但彼此不暴露数据的场景，是跨机构合作服务的核心技术路线。代
表性进展有：Squirrel优化梯度聚合协议，适用于金融等传统服务场景 [660]。TVA支持滑动窗口、会话窗
口等复杂时序分析，使云侧服务可在不暴露时间戳、行为序列的前提下执行分析任务 [695]。

基于可量化隐私损失上界的防护方法在算法层面约束数据对模型的影响，使训练与推理结果在统计
层面不强依赖于某一个体，从而在不改变模型结构的前提下提供可量化的隐私保证。当前研究与实践主
要包含两种机制：差分隐私与遗忘学习。差分隐私通过在训练梯度或模型输出中加入精心控制的噪声，使
单个样本的加入或删除不会显著改变模型行为，从而提供可量化的隐私保证 [696]。在训练阶段，通过在
梯度上的噪声注入抑制模型对个体样本的记忆 [661]，是当前深度学习中最常用的差分隐私机制，可用于
保护语言模型 [697]、视觉模型 [698]等。在数据分析与统计阶段，差分隐私也常用于云端的统计分析与数
据服务接口的计数保护，在无需共享原始数据的情况下生成均值 [699]、三角计数 [700]等统计结果。对
于图等结构化数据，可通过节点级 [701, 702, 703, 704]、边级 [705, 706]和图级 [707]等不同隐私定义约束
在模型发布或图统计中的泄露风险，分别对应保护节点、边关系或整体图信息。云计算研究院联合上海
交通大学团队面向在统一隐私预算下的过度保护与精度损失问题，提出了节点重要性分级自适应图神经
网络 NAP-GNN。该方法通过拓扑感知的节点重要性估计与分级拉普拉斯扰动，实现隐私预算的自适应分
配，并结合自适应残差聚合机制削弱噪声在多跳消息传递中的积累。实现结果表明，在满足节点级差分隐
私约束与抵抗成员推断攻击的前提下，NAP-GNN在给定隐私预算下显著提升了模型精度与鲁棒性 [704]。

遗忘学习通过在不重新训练整个模型的前提下，从已训练模型中高效移除特定样本、特征或标签的
影响，使模型在统计意义上与未使用该数据训练的状态保持一致，是满足被遗忘权与云端模型合规性的
重要技术路径。现有方法分为精确遗忘和近似遗忘两类。精确遗忘通过训练流程设计或结构化重训练机



78 CHAPTER 4. 面向新兴技术的研究

制，完全消除目标数据点对模型的影响，使遗忘后的模型在理论上与未使用该数据训练时等价 [708]。代
表性方法通过对训练集进行分片与切片，使每个样本只影响部分子模型 [662]。当需要遗忘某个数据点时，
只需重训练其所在的少量分片并重新聚合，而不需对整个模型进行重训练，大幅降低了计算成本。近似
遗忘在可接受误差范围内削弱目标数据对模型的影响，以在效率与性能之间取得平衡。代表性方法包括
基于影响函数的调整 [709]、重优化 [710]与梯度更新 [711]。

基于数据最小化暴露的防护方法改变数据在云端训练与推理流程中的组织方式，减少原始数据的集
中暴露或以替代性数据结构替换真实敏感样本，从结构层面降低攻击面。当前研究与实践主要包含三条
路线：（1）联邦学习通过将训练数据分散到不同数据持有方，使原始数据在本地完成前向计算和梯度更
新，云端仅负责聚合模型参数或梯度，从而避免敏感数据在云侧直接暴露 [712]。为防止遭到梯度反演攻
击等隐私威胁，实际部署中常结合安全聚合、差分隐私噪声注入和局部剪裁等机制增强鲁棒性 [713]。（2）
拆分学习将模型按层拆分为本地段与云端段，使前向传播的激活由本地计算后再传输到云端，敏感原始
输入无需上传 [714]。在部署中，拆分学习常结合加密、扰动或降维操作，进一步降低激活泄露原始输入
的风险 [663]。（3）隐私合成数据通过生成模型学习数据的总体分布，而不保留可识别的个体样本，用以
替代真实数据参与模型训练或分析任务 [664]。对于无法将原始数据直接暴露给云服务的场景，合成数据
能在保持整体统计结构的同时隐藏敏感个体。典型应用包括生成匿名图数据用于网络分析 [665]、合成日
志用于安全监测、生成仿真用户行为用于推荐系统建模等。

4.3.2 面向 AI系统的攻击方法与防御策略

在云计算成为 AI系统核心部署环境的背景下，AI安全性正加速演进为云原生架构中不可或缺的生
产级基础能力。随着大模型及智能系统在政府、金融、交通等关键和新兴领域依托云平台快速落地与规
模化服务，其安全性直接关系到云上业务系统的整体可信与持续稳定。近年来，大量研究表明，对抗样
本攻击、越狱攻击、后门攻击等典型威胁，已构成 AI系统可控性、可靠性与可信决策的现实挑战。因此，
如图4.4所示，本节围绕上述三类主流攻击及对应防御机制，结合 AI安全治理的最新研究，系统梳理相关
进展，为构建面向未来的云上 AI安全治理体系提供可落地的技术参考。

4.3.2.1 对抗样本攻击与防御

对抗样本攻击是指在输入上施加微小但特定的扰动，导致人工智能模型产生错误输出的攻击 [715]。
自发现以来，这类攻击已覆盖视觉、语音、文本与多模态系统，能在不改变人类感知的前提下，严重削弱
模型的可靠性与安全性。在视觉领域，对抗样本攻击研究焦点从早期的一次性扰动 [716]转向基于优化的
方法 [717, 718]以提升对抗样本的可迁移性，以及使用生成模型的方法，例如通过 GAN、扩散模型等模型
生成对抗样本 [719, 720]。在文本领域，早期研究针对文本数据的特性直接通过插入、删除等文本编辑方
式生成对抗样本 [721]，这类方法简单直接，但容易通过拼写检查等方式识别或纠正。近年来针对文本的
对抗攻击研究呈现出攻击场景更现实、目标更多元、策略更精巧的趋势。通过操作词嵌入空间生成人类
难以辨别的对抗文本，可以成功使 LLM生成文本检测器的性能暴跌 [666]。随着多模态数据的爆发式增
长，当前的前沿已进入多模态领域，攻击不再局限于单一模态，而是通过跨模态协同的方式展开，例如
开发能够同时扰动图像与文本 [722, 723]、或生成通用的与输入无关的通用对抗扰动或补丁，可以叠加在
任意图像上对多模态模型产生误导，这些方法经过预训练后展现出强大的跨模型、跨任务攻击能力，揭
示了多模态 AI系统底层更深层次的安全脆弱性 [719, 724]。

针对AI系统的对抗样本防御方法向主动防御、样本净化方向演进。在视觉领域，研究呈现出从认证保
证到主动拦截的多样化趋势。一方面利用视觉 Transformer与去随机化平滑技术构建针对补丁攻击的可认
证防御 [725]，另一方面则主动出击，提出通过生成防御性扰动进行对抗增强的预防御框架 [667]。在文本
领域，早期研究通过解读模型逻辑值在输入扰动下的变化模式来探测攻击 [726]；更前沿的思路是“不重训
练，只重写”，即训练专门的模型拦截并重写对抗性输入，使其对下游分类器失效，这种方法在保持任务性
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图 4.4: 面向 AI系统的攻击、防御与安全治理

能的同时展现了良好的泛化能力 [727]。多模态模型的对抗样本防御研究仍处于研究初期，沿袭了单模态
的防御方法，探索了对抗训练、模型结构增强、对抗样本检测或净化等多种防御方法 [728, 729, 730]。

4.3.2.2 越狱攻击与防御

越狱攻击是指诱导具有限制/安全策略的 AI系统（尤指大语言模型）执行模型被设计为拒绝的操作，
诱导其产生违规、有害或偏见性内容。与传统漏洞不同，越狱攻击利用模型的语言理解与上下文学习能
力，通过构造输入或示例提示改变模型行为。随着大语言模型和视觉-语言大模型成为新一代人工智能的
基础设施，当前的研究焦点已不再局限于传统的文本分类模型，而是深度聚焦于这些规模庞大、能力通用
的基础模型本身。大多数越狱攻击针对 LLM即服务（LLM-as-a-Service）场景，从攻击大语言模型开始，随
着视觉模态的增加，逐步过渡到对视觉-语言大模型的攻击。对大语言模型的越狱攻击通过精心的提示词
工程手动构造越狱指令，例如提示大语言模型进行角色扮演或者直接将越狱指令进行编码或加密，以欺
骗模型打破规则 [731, 732]。随着研究的深入，攻击者开始系统性地利用黑盒查询或模型白盒知识，自动
生成难以被预先防御的对抗性提示。一类研究是基于贪心搜索的梯度引导攻击,通过不断替换输入 tokens
并评估其诱导模型输出有害内容的效果，以优化出高成功率的对抗后缀 [733, 734]。另一类研究尝试使用
一个参数化的生成模型迭代地对每个提示进行定制化修改 [735, 736]。视觉-语言大模型通过预训练的图像
编码器和对齐模块扩展了大语言模型，也为越狱攻击提供了额外的途径。其中，白盒越狱攻击利用梯度
信息扰动输入图像或文本，以诱导模型产生特定类型的有害输出 [737]。黑盒越狱攻击不需要直接访问目
标模型的内部参数，而是利用外部漏洞进行越狱攻击。例如通过开源图像编码器制作对抗图像，再加上
干净的文本提示来破坏模型的安全对齐 [738]；手动设计将恶意文本排版转为图像，通过视觉通道使得模
型理解恶意指令 [668]；结合扩散模型自主生成恶意的图像-文本对 [739]。

对越狱攻击的检测和防御研究分为两条防线，第一道防线是识别有害输入或输出以进行拒绝或净化，
第二道防线是通过安全对齐提升模型内在鲁棒性。在第一道防线中，对大语言模型的输入防御可以通过
输入重述实现，例如使用语义相似的描述等方式来过滤掉提示的恶意意图 [740]。输出防御则通过大模型
内部的拒绝损失函数来识别不安全输出 [741]。视觉-语言大模型的输入或输出防御需要增加对视觉模态
的越狱攻击检测，有研究将检测过程分成了两个阶段，先验证输入文本的不安全性，再防范基于图像的攻
击 [742]。在第二道防线中，安全对齐防御是通过微调预训练模型，增强其内部安全能力，经典的对齐算
法包括监督微调 SFT（Supervised Fine-Tuning） [743]、人类反馈强化学习 RLHF（Reinforcement Learning
from Human Feedback）[744]、直接偏好优化 DPO（Direct Preference Optimization）[745]。针对视觉-文本
大模型，研究者将不安全图像转换为文本描述，以激活这类大模型内在的语言模型的安全对齐 [746]。或
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者利用模型在处理不安全提示时会表现出独特的激活模式来检测和缓解对抗性输入 [669]。

4.3.2.3 后门攻击与防御

后门攻击是指在训练数据中植入少量带触发器的样本，使得模型在遇到触发器时按攻击者意图输出
错误，而在常规输入上保持良好性能。后门攻击的恶意行为难以通过常规评估被发现，且可能通过开源
模型发布在供应链中广泛传播。后门攻击的研究从视觉、文本等单模态模型，显著扩散到多模态模型，展
现出更为复杂的威胁维度。在视觉领域，现有的后门攻击大多数是基于数据投毒的。图像块级攻击主要
通过在图像块级别植入触发器，仅需要少量数据即可将模型的焦点从分类相关的图像块重定向到对抗触
发器 [747]。Token级攻击针对模型的 Token层，攻击者在模型的学习过程中植入一个开关 Token，通过
控制这个开关 Token，可以使模型在良性和恶意行为之间动态切换 [670]。在文本领域，后门攻击的关键
步骤是触发器注入，通常通过数据投毒、训练操纵或者参数修改将后门触发器注入目标模型。数据投毒
使用预先设计的后门触发器毒化一小部分训练数据，然后在污染数据集上训练一个后门模型 [748]。训练
操纵将后门注入视为多任务学习，通过控制梯度大小和方向，巧妙地改变模型优化过程来注入后门 [749]。
参数修改通过修改模型一小部分模型参数嵌入后门 [750]。在多模态领域，后门攻击是通过嵌入视觉或文
本输入中的触发器完成攻击的。有研究为自动驾驶引入一种物理后门，通过生成带有恶意行为的后门训
练样本（例如红气球）触发不安全行动 [751]。

针对后门攻击的防御旨在识别并打破触发器模式与目标类别之间的关联，同时保持模型准确性。在
视觉领域，代表性的防御策略是图像块处理和图像阻断。图像块处理通过破坏图像块的完整性（例如随
机丢弃或乱序）来对抗基于图像块的后门攻击 [752]。图像阻断是利用可解释性机制（例如注意力图）来
定位和后门触发器 [753]。在文本领域，防御手段包含后门检测和后门移除。后门检测侧重于检测可能触
发后门行为的输入，例如利用梯度和自注意力分数识别导致异常预测的关键 token [754]。后门移除通常
通过修改模型的参数来覆盖或者抑制后门映射，例如在干净数据集上微调模型 [671]。视觉和文本领域的
后门防御策略同样适用于多模态领域，但其复杂性和挑战性显著增加。多模态防御不仅要分别检测各模
态中的异常触发器，更需要深入理解模态间的协同攻击机制。

4.3.2.4 AI安全治理

国内外产业界、学术界已经涌现许多尝试，聚焦于人工智能生成内容的溯源检测问题，即区分人类
和大模型生成的内容（文本和图像），以推动 AI安全治理 [672, 674, 675]。AI生成文本的溯源方法可以分
成三类。第一类是基于微调范式的方法，通过微调 RoBERTa [755] 等模型来学习不同模型生成文本的语
义特征分布差异。中国电信云计算研究院针对大模型生成文本检测的研究被自然语言处理顶级国际会议
EMNLP 2025主会接收并发表 [676]。该研究发现，尽管大模型在模仿人类写作风格方面表现突出，但仍存
在事实幻觉问题，表现为文本中的实体关系与现实世界不一致。因此，研究提出基于微调范式的一个事
实感知模型，通过比较文本抽取到实体-关系图与事实知识库中的实体-关系图差异来识别机器生成文本。
为了全面分析上下文信息，研究采用带门控单元的分层特征提取方式，自适应融合实体、句子、以及文
档级别的多粒度特征，显著提升 AI生成文本的识别准确率。第二类是基于风格特征的方法，需要提取文
本的词法、句法和结构特征训练分类器来实现生成文本检测 [? ]。第三类是基于概率特征的方法，利用语
言模型倾向于生成高概率的单词或字符这一现象进行概率特征的计算 [673]。

生成图像的溯源方法大体可分为三类。第一类是基于模型水印的方法，该方法需要在深度伪造模型
训练或部署阶段预先嵌入水印，使水印信息能够随模型生成过程传递到最终图像中，从而在溯源时通过
检测水印实现来源判定 [674]。该方法的适用范围仅限于已加水印的模型，且水印的引入在一定程度上可
能影响生成图像的质量。第二类是基于模型反演的方法，其利用模型末层参数信息对生成过程进行反演，
将溯源问题转化为一个凸优化问题 [? ]。这种方法充分利用了模型参数本身的信息，因此在溯源精度上
具有优势，但通常依赖于模型参数已知的白盒假设，因而在实际应用中面临较大的计算开销和效率限制。
第三类是基于模型指纹的方法，该方法通过挖掘生成内容中存在的细微统计特征或隐含痕迹来识别其来
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源模型。这些特征能够反映模型的结构设计和参数分布等内在属性，为不同生成模型提供类似“身份标
识”的区分依据 [756]。

4.4 展望与建议

本节构建了新兴领域关键技术的 Gartner成熟度曲线，如图 4.5所示。通过此分析框架，可以清晰地
识别出不同新兴关键技术所处的发展阶段，为新兴产业的研究与投资提供决策依据。展望未来，新兴技
术的演进与发展建议主要聚焦四个方面：加快构建可信数据体系、推动 AI安全体系化升级、推进云网算
一体化融合发展、布局低空智能计算基础设施。
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图 4.5: 新兴技术研究图谱技术成熟度曲线 2025

4.4.1 新兴技术的未来研究方向和关键技术展望

随着数据跨域流动加速、隐私保护需求提升，数据安全治理正向以隐私保护与可验证操作为核心的
可信数据体系演进。数据在跨区域、跨环境的流动规模持续扩大，访问主体、访问链路与治理边界愈加复
杂，传统以封闭边界和静态策略为核心的数据安全治理模式已难以满足智能化业务对可信数据环境的要
求。未来，隐私增强的跨域访问控制技术将成为基础能力，从传统规则式授权升级为基于语义理解、行
为建模与情境感知的动态零信任决策，实现对多主体、多链路访问行为的实时验证与细粒度管控。其次，
可验证的数据要素流通技术将成为核心支柱，通过隐私计算、可验证计算与版权保护等机制，确保数据
在跨域共享、模型训练与模型推理环节实现可用不可见、可控可审计。最后，智能化的数据治理技术体
系将成为能力上限，由大模型驱动的风险推理、策略生成与自动化处置将使数据安全从静态规则走向自
适应演进，支撑新兴技术环境下的可信数据空间构建。

AI安全将从单一防护向体系化、全生命周期和智能化演进。随着 AI与云计算、6G、低空经济、机器
人、AI Agent、量子计算等融合发展，威胁模型从数据与模型攻防扩展到跨环境、跨设备、跨智能体的复
合式安全挑战。未来 AI安全研究的重点，将围绕可信计算环境下的模型隐私保护、硬件级隔离与加密推
理、跨层多模态威胁检测、AI自动攻防博弈与免疫自适应防御、可追溯与可问责的模型决策解释、以及
AI原生的安全治理体系展开。同时，状态感知与风险量化将逐渐成为关键技术，使 AI系统能够实时评估
自身安全态势并动态调整能力边界；多智能体协同将推动从“安全的 AI”走向“用 AI构建安全”。最终，
AI安全将形成集可信、可审计、可防御、可自治、可治理于一体的新型全栈安全体系，支撑未来智能社
会的安全与可持续发展。
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建设超高速率、超低时延、超大连接的 6G 通信网，并与云计算和算力网络深度融合。为了提供更
强的接入能力，6G将聚焦于太赫兹通信与可见光通信技术的高频谱利用、超大规模MIMO与分布式天线
系统的空间复用能力提升、网络切片与端到端服务质量保障机制的智能优化，以及空天地海一体化网络
的协同调度与自组织管理。此外，6G还将重点探索人工智能驱动的网络自适应与自优化、安全增强技术，
以及能效优化和绿色通信技术，以应对海量物联网设备、智能终端以及自动化工业、虚拟现实/增强现实
等新兴应用对网络的高带宽、低延迟和高可靠性需求，实现通信网络从信息传输向智能感知、计算与决
策的全面升级。

随着低空空域逐步开放和无人系统规模化部署，低空智能计算将成为支撑低空经济安全运行与业务
创新的关键底座。未来研究将围绕“云–边–端–空”一体化算力体系展开，重点攻关在受限功耗与不稳定
链路条件下的算力编排、任务卸载与协同容错机制，实现感知、通信与计算的深度融合。其次，需要面
向复杂低空场景构建多模态环境理解与预测模型，结合具身智能和多智能体强化学习，支撑无人机集群、
空–地协同平台在动态空域中的自主规划、避障与协同决策。此外，低空智能计算还需引入可信计算、数
字孪生与形式化验证等技术，构建从仿真测试、在线监测到事后追溯的全流程安全与合规框架，推动低
空交通管理、物流配送、巡检安防等典型场景形成可复制、可推广的技术标准和产业体系。

4.4.2 新兴技术的发展建议

建设可信数据基础设施，强化云服务商的数据安全底座与治理能力。随着智慧金融、政务协同等场
景对跨域数据流通的依赖增强，云服务商正成为可信数据体系的核心建设方。一方面，通过语义感知、行
为基线建模和零信任动态授权，实现跨主体、多链路访问的实时验证与细粒度控制，提升跨域数据流通
的可控性；另一方面，依托隐私计算、可验证计算、机密计算、版权保护等技术，构建云端数据可用不可
见、可控可审计的可信数据环境。同时，云服务商应将策略管理、数据分类分级、多域治理协同等能力作
为平台原生能力嵌入，以数据安全治理为牵引，在智慧金融的数据要素流通、联合建模、跨机构监管等
场景中提供系统化的安全底座。

云服务商需要从传统基础设施防护转向构建可信、可监测、可治理、可自适应演进的 AI原生安全体
系。首先，在云平台层面推进可信执行与密态推理能力建设，通过硬件隔离、模型加密、多方安全计算等
技术，为企业与开发者提供可证明可信的 AI运行环境。其次，云服务商应将 AI风险检测从简单日志分析
扩展到跨层多模态监控，覆盖模型输入、推理过程、资源调用、输出行为等关键环节，实现模型越狱、数
据隐泄、异常调用、自动化滥用等威胁的实时发现与响应。同时，应构建 AI自适应防御与云原生安全运
营体系，使 AI模型具备在线自诊断、自修复和动态能力收缩能力，真正实现“安全随模型演化”。

运营商需对现有云网基础设施进行体系化升级，以支撑 6G所要求的泛在连接、空天地一体化和智能
化原生网络能力。在网络层面，运营商需推进全光承载和智能可编排的 IP+光网络融合，实现毫秒级调
度、端到端确定性传输与按需切片的资源保障，同时通过网络数字孪生和自治驱动控制平面，实现跨域、
跨层、跨地域的全局资源动态优化。在云基础设施方面，需构建“中心云 +区域云 +边缘云 +行业专属
云”的多层云化体系，并通过云原生技术（容器、无服务器计算、微服务、安全沙箱）实现 6G-AI原生业
务的弹性部署。为满足 6G的可信传输需求，云网需全面升级零信任体系、可信执行环境与跨域安全认证
机制，从而使云、网、边、端在安全框架下实现可管控的协同演进。

低空经济的发展以低空智能计算为牵引，运营商在其中发挥基础设施与平台建设的主导作用。围绕
“云–边–端–空”一体化能力，在重点城市和示范区域布局融合通信、导航、感知与算力调度的低空智能底
座，为无人机集群调度、空管协同和行业应用提供统一的平台服务。同步完善低空数据采集、传输、存储
与处理的安全合规规范，构建覆盖飞行审批、态势监测和事后追溯的治理闭环。通过开放 API、算法市场
与仿真测试环境，联动设备厂商和行业客户打造巡检安防、应急救援、低空物流等标杆应用，将安全与
可信机制前置集成到低空智能计算架构中，加强对飞行行为、模型决策和数据流动的持续监测与风险评
估，支撑低空业务在可观测、可管控、可持续的轨道上发展。



第五章

智能泛在云和白皮书总结

本章作为本年度白皮书的收尾，首先介绍云计算研究院在 2025 年提出的研究愿景 智能泛在云，
然后对 2025年度云计算研究白皮书作整体总结。智能泛在云立足于泛在融合的云网基础设施，依托于云
计算系统与 AI算法的深度融合，体现了云计算研究院对于云计算技术演进方向的研判。智能泛在云的研
究深度结合前四章讨论的十个热点子方向，具体研究课题通过识别各个子方向中的关键挑战和创新机会
来产生。图 5.1展示了智能泛在云的整体架构，最下方是泛在融合的云网基础设施，最上方以 AI赋能的
各类代表性应用作示例，中间的核心部分是云计算系统、AI算法以及两者的双向融合。

图 5.1: 智能泛在云架构立足于泛在融合的云网基础设施依托于云计算和 AI的深度融合

5.1 智能泛在云

智能泛在云提出的基础包括两方面，一方面是云网融合的泛在基础设施，另一方面是云计算系统与
AI算法的双向融合。两方面对于云计算技术栈的各层都带来了新的挑战。本节介绍智能泛在云的背景与
特征、技术挑战与创新机会以及定位与展望。

5.1.1 智能泛在云的背景与特征

泛在融合的云网基础设施包含了层次化广覆盖的数据中心布局和新型城域网等创新的网络架构设
计。中国电信近年来持续推动“2+4+31+X”以及“一城一池”等数据中心布局，各级数据中心协同配合
不仅广泛覆盖全国大部分地理区域，同时发挥东西部区域各自的差异化优势，满足不同区域的差异化需
求。层次化广覆盖的数据中心布局也发挥了中国电信网络能力完善的优势。骨干网方面，CN2为数据中
心间互联提供了高带宽和虚拟化支撑。城域网方面，叶–脊（Leaf–Spine）架构的新型城域网增强了城域
内的东西向带宽，提升了云接入和边缘云互联的能力。
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参考第 3.3章节对 AI算法发展的详细分析，随着 AI算法在近年来的突飞猛进，特别是大语言模型和
AI智能体的高速发展，云计算系统与 AI算法的双向融合成为重要而紧迫的命题。一方面，云网基础设施
需要为即将到来的 AI应用高速增长提供随处可用的高性能算力和软件工具。另一方面，AI算法的发展也
为云计算的系统效率优化，运维功能增强和服务能力提升提供新的强大工具。

基于泛在融合的云网基础设施和云计算系统/AI算法的双向融合，智能泛在云将展现如下几个未来云
计算所需要的特征：

• 无处不在的低延迟高性能算力。得益于层次化广覆盖的数据中心布局以及智算所需的高性能算力的
广泛部署，智能泛在云上的 AI应用在任何地理区域都可以就近找到可用的低延迟高性能算力。

• 可靠的弹性高性能算力。得益于边缘、区域、中央数据中心之间的网络能力，当高性能算力的负载需
求短时间超出就近的数据中心能力，可以在应用性能影响不大的前提下弹性扩展到其他数据中心。

• 可演进的原生 AI能力。一方面，智能泛在云为将来无处不在的 AI应用提供持续优化迭代的软件栈
和各类工具。另一方面，随着 AI算法的不断进步，AI算法对云计算的赋能也持续加强。

• 融合的云网系统技术栈。智能泛在云支持网络虚拟化与云化。虚拟网元功能与普通云计算应用部署
在同样的数据中心，应用同样的 AI算法赋能，同时共享同样的 AI算力资源与软件栈。

5.1.2 智能泛在云的技术挑战与创新机会

智能泛在云愿景的实现需要云计算技术栈各层的全面创新，本小节将基于前四章四大研究方向中聚
焦的十个热点子方向，讨论智能泛在云在各个子方向上的技术挑战与创新机会。

计算任务和网络流量的调度直接影响云网系统的整体效能，云网一体化调度可以从全局视角寻找最
优方案。泛在融合云网基础设施的复杂度巨大，求解一体化调度问题需要从理论建模、算法设计、系统实
现的各个环节入手。第 2.2章节从网络感知的计算调度、计算感知的网络调度、计算–网络联合调度等多
个角度开展了分析讨论。未来研究中将围绕联合建模、高效求解与跨域协同三个方向深化基础研究，形
成可解释、可扩展、可验证的调度理论体系。

数据中心架构的最新演进有机会为数据中心效能优化带来大幅提升，分离式数据中心将 CPU、GPU、
内存、硬盘等功能单元从服务器中分离，形成各自的资源池，有利于面向不同应用的资源灵活分配，避
免由应用的多元化需求导致的服务器资源碎片问题。第 1.2章节从弹性可扩展的云数据中心资源优化、面
向资源池化的分离式数据中心架构、支持分离式数据中心架构的软件栈等多个角度开展了分析讨论。未
来研究中将与业界学术界同步推动创新，将最新的架构和基础软硬件技术应用到智能泛在云。

云边端协同是发挥泛在融合基础设施能力的关键手段，也是为 AI应用提供无处不在、及时高效、弹
性稳定的高性能算力和软硬件基础设施的必要方式。第 2.4章节从数据协同构建跨层级数据流通体系、任
务协同实现多点协同与动态调度、模型协同支撑智能能力演进等多个角度开展了分析讨论。未来研究中
在优化传统应用云边端协同的基础上，重点聚焦 AI应用的云边端协同方案，推动 AI算法云边端协同部
署的框架设计，为 AI应用的规模化落地提供高效能的基础设施保障。

AI应用对云计算提出了新的要求，在软硬件各个层面都带来了新的挑战。智算基础设施是云计算支
撑 AI应用的关键，是智能泛在云研究的重要部分。第 2.3章节聚焦在基础设施中的网络部分，从算内网
络构建 AI数据中心 DCN、算间网络实现跨数据中心互联 DCI、入算网络支撑用户算力接入 DCA等多个
方面开展了分析讨论。未来研究将在数据中心智算网络组网设计、集合通信优化、智算软件栈中的弹性
训练、PD分离/AF分离推理优化等方面开展。

算法是计算机系统的核心能力之一，云计算系统的效能优化同样依赖于高效的算法。近年来 AI算法
的突飞猛进在传统数学优化算法基础上增加了数据驱动的新手段，而 AI智能体则有望带来自适应能力，
在系统运维和用户服务中发挥重要作用。第 3.2章节完整讨论了运筹优化、深度学习、强化学习等各类传
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统数学优化和 AI算法，全面分析了各类算法在云计算中的应用场景。未来研究在探索各类算法应用的同
时，将突出基础研究，以形式化方法、复杂性分析、最优化理论等为核心，构建面向大规模云网系统的科
学理论框架，为资源调度、负载均衡、容量规划等关键机制提供可靠的理论支撑。

云计算 PaaS层为应用提供平台抽象，包括数据库、大数据计算、Serverless、AI训练推理等。PaaS层
也为数据在云上的流转、存储、分析处理提供了工具。第 1.3章节从面向智能应用的 Serverless计算平台
技术、面向大模型的智能数据平台技术、支撑智能任务的高性能存储平台技术等多个方面开展了分析讨
论。未来研究中，PaaS层一方面将从传统的数据中心内部向跨地域的泛在融合基础设施扩展，另一方面
将聚焦 AI应用的支撑，让大模型、智能体的开发与部署成为云平台的原生能力。

可靠性、安全性、绿色节能是云计算的基础能力和长期命题，泛在融合基础设施和 AI应用都将引入
新的挑战。第 1.4章节从面向大规模集群的自动化运维与可靠性、云计算环境下的基础设施安全、云数据
中心智能功耗管理与优化等多个方面开展了分析讨论。未来研究将围绕两方面开展：完善智能运维与安
全防护体系，保障云平台高可用与可信；推动绿色低碳技术创新，实现云数据中心可持续发展。

科技创新大潮下新兴技术层出不穷，AI智能体、低空智能、6G、量子计算等的发展日新月异。云网
基础设施需要为新兴技术的应用提前布局，起到推动新兴技术快速推广的作用。第 4.2章节从智能时代下
的新兴计算范式、面向泛在互联的第六代移动通信系统、面向低空经济的智能计算等多个方面开展了分
析讨论。未来研究将持续聚焦新兴技术对云网基础设施提出的新需求与新挑战。

5.1.3 智能泛在云的定位与展望

智能泛在云体现了中国电信云计算研究院对于云计算发展方向的研判，也代表了云计算研究中各个
子课题之间的组织逻辑。智能泛在云与中国电信息壤和云网操作系统的关系可以用泛在操作系统与鸿蒙
操作系统的关系 [757]类比，前者聚焦在基础理论应用，核心算法设计，系统原则凝炼，创新技术突破等
研究环节，而后者需要为技术应用、产品设计、工程实现与业务落地等产品环节负责。研究与产品的深度
协同将有益于双方各自的长足发展和目标实现，因此也是开展智能泛在云研究过程中的重要方式。

云计算研究院深信智能泛在云的研究不仅有助于持续提升中国电信在云计算领域的技术能力，也将
起到推动整个云计算行业发展的作用。云计算研究院将围绕智能泛在云开展各个子方向上的课题研究，研
究过程一方面与产品团队紧密配合，确保研究与产品的目标一致、过程协同，另一方面也充分挖掘产学
研结合的作用，与国内外高校开展广泛交流和深度合作，共同攻关智能泛在云中的关键技术难题。

5.2 云计算研究白皮书 2025的总结

表 5.1: 白皮书聚焦的十个热点方向

1. 分离式数据中心架构及关键技术 2. 面向 AI场景的 PaaS数据平台层技术
3. 智能化云运维、可信安全与能效优化 4. 云网一体化调度
5. 面向智算的云网基础设施 6. 云边端协同
7. 算法赋能云计算 8. AI Agent与 Agentic AI
9. 新兴技术及应用 10. 数据与 AI的安全

作为云计算研究院研究洞察和研究工作的年度总结汇报，本年度云计算研究白皮书延续一贯的内容
风格，以国际国内的最新行业趋势为导向，以详尽的产业数据分析和全面的学术界进展梳理为主要论述
依据，共引用行业白皮书等文献 60余篇，高水平论文近 700篇。内容结构方面，继续基于“三个面向一
个围绕”的四大研究方向，包括面向下一代云计算的研究、面向云网融合的研究、围绕智能算法的研究
和面向新兴技术的研究。新内容方面，今年首次提炼了十个热点子方向（表 5.1），也首次阐述了云计算
研究院 2025年提出的研究愿景–智能泛在云。研究成果总结方面，十个热点方向的详细论述中也介绍了



86 CHAPTER 5. 智能泛在云和白皮书总结

云计算研究院 2025年度研究成果中的 16项，其中各项成果均已在高水平会议/期刊发表，或者已被接收
录用。

最后，本年度白皮书的趋势展望和发展建议总结如表：

表 5.2: 白皮书提出的趋势展望与发展建议

趋势展望 发展建议

下

一

代

云

• 云计算基础设施正从传统数据中心云向分层多级架构的泛
在云架构演进，智能技术普及将进一步催生云计算行业变革。

• 未来云计算服务模式将以智能化和动态协同为核心，通过平
台与工作负载之间的双向实时通信，实现资源管理从“静态

分配”向“需求驱动、动态优化”转变。

• 未来云计算服务模式将不断突破传统资源供给范式，向“行
业即服务、智能即服务、场景即服务”等多层次形态演进。

• 加速AI原生云平台建设，打造智能化、
弹性化的服务能力。

• 完善智能运维与安全防护体系，保障
云平台高可用与可信。

• 推动绿色低碳技术创新，实现云数据
中心可持续发展。

云

网

融

合

• 面向智能云网体系，云网一体化调度将进一步从“资源整合”
走向“资源融合”，在更大空间、更高维度实现计算、网络、

存储等资源的统一感知、统一决策与统一优化。

• 未来智算云网基础设施将演化为面向“AI超级计算平台”的
超大规模、异构、统一互联的云网基础设施，并从单域优化

走向全域互联的系统化演进。

• 云边端协同体系正从静态分层的资源组织转向面向任务与
语义的智能协同架构，其目标是实现跨层级能力的统一抽象

与高效编排，使数据、任务与模型在不同层之间实现更可控

的流动与优化。

• 面向智能云网未来形态，需围绕联合
建模、高效求解与跨域协同三个方向

深化基础研究，形成可解释、可扩展、

可验证的调度理论体系。

• 面向智算云网基础设施，需加大推进
产业标准化与开放性，并尽早关注跨

界融合和交叉领域的研究。

• 推动智能模型在云边端的协同部署框
架，并促进其规模化的应用落地。

智

能

算

法

• 智能算法在云–网-智算一体化系统的研究将沿着“运筹优化
的结构化数学能力”与“深度学习模型的数据驱动优势”双

线融合演进。

• 以图算法、图神经网络和深度神经网络为代表的结构化建模
与表征学习技术，将持续支撑云–网系统在复杂拓扑、多维依

赖和异构数据上的智能演进。

• 未来 AI Agent 的关键突破或聚焦于自主智能的体系化演进、
新型智能基础设施以及面向复杂社会环境的安全可信治理

体系三条主线。

• 重视算法理论的基础研究，以形式化
方法、复杂性分析、最优化理论等为核

心，构建面向大规模云网系统的科学

理论框架，为资源调度、负载均衡、容

量规划等关键机制提供可靠理论支撑。

• 构建可控可信的自治智能与治理体系。
• 推动绿色高效的云—边—端协同与具
身智能基础设施建设。

新

兴

技

术

• 随着数据跨域流动加速、隐私保护需求提升，数据安全治理
正向以隐私保护与可验证操作为核心的可信数据体系演进。

• AI安全将从单一防护向体系化、全生命周期和智能化演进。
• 建设超高速率、超低时延、超大连接的 6G通信网，并与云计
算和算力网络深度融合。

• 随着低空空域逐步开放和无人系统规模化部署，低空智能计
算将成为支撑低空经济安全运行与业务创新的关键底座。

• 建设可信数据基础设施，强化云服务
商的数据安全底座与治理能力。

• 构建可信、可监测、可治理、可自适应
演进的 AI原生安全体系。

• 云网基础设施体系化升级以支撑 6G
的泛在连接、空天地一体化和智能化。

• 以低空智能计算为牵引，发挥基础设
施与平台建设的主导作用。
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