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g 100 i A E = Microsoft 13.6%(-6.9%)
® 80 7 ' SE=HEBA u #H
?(Q 60 i 61 48 | = Google (128%“){7)
4 . 3633 | Meta e
& 40 2926 23, ! =45
20 I I I I I '8 88655 44 Amazon 9.0%(+2.1%)
0 : IIII:III---_- Hits
T RO s < T ESSOEOQOLOYPQgaL Qg
%g@ggﬁgggeéﬂg gREIZS 2 e 7.1%(-1.9%)
B § 8 z £ E <oz 23 T 7% 5.6%(-1.9%)
& (-0.1%)
(a) Im=ARIFRMAFTECE A (NS EMERHEY) (b) I =AF LA B i bl B A AR 4R AR Y

Pl 1.5: 3 = ARSI AE DT R 14 5 0 ) A

AMVAEEAR DS BUETE RE R FEAE , K& 31% ML ARG kS Y5, BRI CUIE SN -
WA ARSI B A AR )RR g e . AR 15@) R . AR R SUER R
Z AR =AEEEN, FH L 2024 SEGETHEER, B HL 250l = 4R R SCEER B Microsoft I ER —, 4K
ik Google, Meta HEAFI=, ifESE _FEAE L. T Samsung 3t A SE B BAIHEHUE T, AMD, Apple,
Oracle, Cisco, SAP, NetApp Fil Snowflake i A58 =B BAFI R 51, VMware MR ISEE =B AAZS

HILE 2024 AR BEE VAR, AR S R R SCROER “a MRy BRAEm. M
K 1.5() R  AE S|, BTkt 80% BF5T BRI SR B M R AE G450 13 A E] 20 4>, Hpopr
BT ORI AL, XARERG T LN IEAE o TR R G A AR 5T L 5reE . E15(b)HE—
W JRIR THTHL, Microsoft, 424, Google, Meta, Amazon iX 26445 2 T E OS5 1 SR LAF 58 AR
PR R ORI T E (LD FBA L 2024 4F 1 BT RA K, SONREAIITR), KRR
AP A FRIA2E T HA 28 5. ATPAR S, B Amazon % SCHEE & A SR Ah, HAbSL A
WFIE R 20 SCBUR A T R, BN B =8 SOk R E R 3R L B PR A% 0.8%, Google & 3CH 5 1
TP 1.9%, T Microsoft % SCH 5 H R IR BE f R4 7%, Hopdi Al B T 9%

GRS ) (e RSB S 18, Al FLA MRS, 2 FARBESER R FETEA 1 6 i i -
ML 2024 4R BCBEGEITEER, FESFNRGETRIH A ARSIV, HEHREBLARTZRE . FIlF
o BRI TR AR, ASGRAE . BEh S E IR, R T ATRIA], BRI A E], RS IT Hof
FHRESL . EEBEREL L. ENTERRSH. SRS, 2%, o EELNTSkR T RE
KBRS AR = A S RN AR SC, B 2 B SURIET S Y )z 56 K. ek E
ESHRICEABBEE M, P REMWSER A FL S TR, ARG R . FF, EERL R
Wz St — DS T AREARA . T X H A AFE AR R AR TR 2 T, BRI B 2 B AL RES
TEFARIEG Hiie kA, AT AT S IR S i K.

£k, 2025 AF ST IRAURAEARBECE A . AL AR AR 0 A SR LS5 T7 U RBE, ARGk
TREZRE A A TR BRI L. 2 VIR B S R IR S i 58 0 T Bdla-F- 6 B BE AL LA S R 55 e vl
M SRS = R BT . BAORE, s O3 5 R Rl R E T . TRk
SO EROR, RAEFETE T IR R AR AU FURICR R 55 8 RO S SR
FRPRMESAE i AT 35 PaaS Bl T 5 R BORRE TR EMTE i R A EH, HEShmERE. Wi
JEE. EREMEET SRR, DAL ALV RO B S I TR Bk mingE. nIERES



12 & FE— 5d XBE TSRS KR A 7
AERILAL T T, s AL ZEMZENLHIR AW e, KT R AmnT il alfE Sax@ k. i,
ORI SE ad = RIS T AT R GRS TRA T -

12 i —: 5 B BER AU L G BEER

TE AT RAR LA, Lol O3 SRR A By A RUE 445 2 07 Bk . 12580
Bl P DA EXE LA A2 H a0l 55 TR SR ABE AT DE . 23 B QR oD A — Fh BB, i
PR S I REAAS , SCEL T R RIS ST, MRS AET Y SR he it T R SR . A
TR e B B DR R TT, AN B R RS BT, SR8 = AN
PRI RIS R0 = it o DB IR AR T ) BT BAR 1 0 s O oD 2R DA RS 73 s
IR AT SR L. A S s RN SRR B ST TE bR, 2 1L EE A T oA AUt
4 BRI IR -

B 11 Sl HE 5 S 73 1 2R O A 5 B BRI 52 Ik

T N R E 31y WFS Rk A A 1 HE:
1 55 2 B R A o WSS VRSN SN Meta, Google il Microsoft | JZHIFE T 2 Kbl i
252 57 R e ST SSD. NVM., CXL 725 SHI T N R HEAT S S HIAE T (14, 15, 16], WPIEIG
SHERT | Pk R RS B | OSDL | (SRR Be e 4R T B TSR IR A T4, DA 3L kb e
PG | BB, SEFVEUERIN | SOSP |k [17]; Microsoft £ b A B VE L 3 T A A S VEIRIC ) S 5 g — 81
ZH | 3 R RAERMEIZS | ASPLOS | BFFETAE [18,19,20], S THEZ FAREIZS . 2 &Ml S  HEMLET i ) Ty o
e | BCE AR ETEIE, | Burosys | SERAAFRIR, SHHRTL T VEURA AR5 Ak he
EiAL | CHO S MSF RIS GE | nopp |+ BSESTIRANBE AL NVIDIA $2 i 7351 GPU B3t 28R . Kimi. DeepSeek DA
LR 5 0 oK 1 T Mg SR AIFTE T8 e R R [ B R o R R B e o, St ) L
LT 77, DRAM %R RV IRMANRLBEAT F, SRTFHH T SRR, SeBURE (8 B VEURAN 2L
T} [10, 21, 22, 23],
| S S A kA B - RDMA, NVLink @53 kM AF: Google MMt AIRLIE . B HyERL Py 17 4 FUHLA , it
WD | oy T e VR | gy | D T MARARS “SMRIFEYS PIAEIR 9 FOIPEI [24]; 4T BUAT ROMA P77t
VO | KAy SRR AR | | MR L, RS TR 5) B AR A R B K (25 BT L
HERg | K. SyBs Uty “Bote || | SLREREI GPU ARG R, XM IR LR B I, S
B | W7 AT VRS FR O GPU YEUR [ YIRS, W GPU WRURAG “TH251i)”, $27F T RAFAOBE I3 [26].,
e |1, DBRTHEEBR R, | POV L OXL kAN Microsoft Al Intel 71T CXL i B i 46 B RHEFT 1770057 5t
ey | MV E AR | NPT AN, DRI IEER A, SRR NIFERE S (1, 27); BT Z A
I CXL b, SE 2 HUH P Y N AP AL A E I (28]
SOH A B R B o SYBSRBRIE RGBT FlacOS HRMERYE, it 7 N 1F IR B SRR SRy
e o 3 4 o 7 A A R BARES I 3E SRR B AUR, (26— R G S AT TR, Rvfs
Sy | EAMEBRTHEBERIT | ospr | SEAMEIAVRIRE A A A0 LA SRR P [29]; KBLZHR CBATHET
st | UBCRL IRABERALY | qosp | HEA, APKRMAI VRGN A, O HPC SIARHLIEI R SRS [30).
sy | VIREEMS ABCHRARGE | (o [ AMBSRIEATIN: A A B BT, B AR 1 AP HTR APL
gy | TV IS ERES | SOUBRRE SRR, ST VAR RS R B, OB 4
| T, R B Vi U FRFIISRAE e, HE— 2B Ak T4 B NIV VO R RE R4 53 J A4 (31, 32).
Bl 15— 5 T 5 25 ) i HotOS | 1 g4I} Google Fll OneFlow £%f AL R W 2 HERREFBEURARRE, $oih T2 HE T
AR BLREAR S5 PITRIEATI, LIt G540 7 S F R IRl CPU.L GPU. FPGA % S isf,
SEHUR Ry ok 5 e L2 TR AT 33, 34].

1.2.1  SipPE el 28 b b TR
BAT 2V SERE DR R EERL,  SEDRFUT RS HORA NS A T, s RO . 185K 7K

HL - R TG HU B e = S R RO H bR SR

ZR TR ARG RS MER, Hiid

LI, NAE. FEiEEBis i e B B A AR, MR EALE SR ARt . A TR fE
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A 1.6: Workload Intelligence "% [35]

PR B A T v A SRR A R 2 [ P i « Microsoft, Google 45 7 | Ry &1 F H1ZE oK Al &
MEAE TG, PAGPU KL LELE BN T =) TPt i e . SR, JE 3 = MR 45 7 R F MOk 2
“UIE” YRR AR vIE (40 CPUL NAE. GPU), DUBIINLE AR SLf s, B T i e E R
TEPE, SRR A AR 2 . Microsoft Azure SF AT AR FH, B L WA HL =13k 6 - 30%,
GPU Syl AR AL 30% - 50% , T A7 AR o5 W0 PR 55 e BUSAR Y 37-50% [27]. Bz 4b, BEE R
Al 55 MR B ALY I FF G, 2ol 553800 SR T R Z8 et AR A DA B8 Tl o5 1 7 =X DA TP
e, A S IE R E A SRR, SRR, ESLRR S m B SR/ B R
I, 2EARFE T FAE I SR B A T IR IR R TR B RS A A0 (40 SSD. NVM %) PAKE T = i
HIEHAR (CXL. RDMA %) BB Rl .

X BT DRI R A IR B Bhk , S OB E N AE . A NPT DAL E R 2 ARk, DL
BEIRFI A RIPEACRA . Meta, Google 1 Microsoft S /4 F], JiZWF5E T A F I FI ) SSD. NVM., CXL
WAFEE SERAT R A T B A B 2K (14, 15, 16]. Lhdn, WEHASE = THEBFR BEE XS 2 P ER5E T AN
T NAFSEIRTE A A, B2 T QoS B 4 N A FRIESE Vulean, ZHEGLRAT T BT A HARE
P PASNAATUEIERAIER, BERT T 275 N0 RGN 8 AR s il o
WAEA BN AT FLRNS , ARk TS HJEIREN Bl R0 R IR, PR T R U 57
A BN RERR B 5 AP . SRS IR R, Vulean ¥E = IR 45 22 HH P N AR AR B Qim e R oS ' 2
PR [17]. BRILPASL, Microsoft FEEHE .U PR /A R IR I ISCE A TR 2L 61038, e et b AR ki)
PR CPU. NAEFEE (18, 20, 19] Y Harvest 41 VM, SEBLZ SR A A BE S 400 BE 0 IC, B9 T T3¢
VEA A5 OREE , ARHESh T o BRI & BE AL e A2 SR, HaixLeiifb i X2 hF &
i, EUER, WAEPMEES S, BRETHEEZRTRENFESIE D, o FaERAE R
M P EPRTR R, FECEE RN A S BRI A k258 . biE = 2 R, PME R IEE A
$WCR#EY . A Microsoft ¥E SC °25 K442 H 1) WI (Workload Intelligence) [35] HEZL AN, FALIME
BURI SCRERL P s Fak il S fete (el lpE . ERAERFESE), P& R REICEIE 5 A 2 A el (4o
HE 4545 . Spot/Harvest VM., /M. IXIEGTAS4E), RERTHITEFI FRMATE, KB LR T
WI MRS . AHF5ERIT, WIAEZE R A PP 2758 2 48.8% BT IRNAS , FH4&THER G ARk

EEXPARR OB KB A L GPU IR HIBCRIIL T , M3 55 AR B B R AL [ 58 D5 %1 53
SRRE, LSS RIRE R SRS E 2R, CLsE A BT IR R . NVIDIA 7ERE(F284 . SK3h 2 F3K
PR F R D 2 R As A TR T 8 i PR AL =ML . CUDA [ Context, Stream 5 Hyper-Q
A 52T Z A T R AT S5 B RE 77 : MPS (Multi-Process Service) FE#FFEZL I L £ F
PR AH B F— GPU B R3cr, 87 T 24559 & . SR 2 A EREER 53R I 2547 5%, NVIDIA 42
7 MIG (Multi-Instance GPU) $AR, {52 AR R e SCPLRI 0P GPU. FELERE |, AR AL
GEARRI IR 55 BB IR IR TF R T— &5 TAE. SpotServe [36] BT 2 5L fi (R a8, $it bt 1) vl [l e s
BIABEARAR 55 AR H 4T R U A% o FlexLLM [23] I A B SEA5 PRI 22 B F AR A7 10 A, R A A BN A A
TR BAAT K ER IR, SCIRBER R BT, AR 55 10 7205 4L 5288 B 7 %8 - MuxServe [37]
SEE— 2 AN N FARAE 0 A, RO AR T R R N R AR I B 22 5, T I SR B T 2R
PRI Bl A, B R 5 A B AL T R
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1.2.2 i ) BE PR A 4 2 X B b

= BN 61X L A o RSy A I 1 BN ) BN £ N L ey N 7 €11 1] 5 KR O 9 Sl A R g
Rle. FEIRAUHANK) . Sk PRI A SR R P )R S P Bk o Bt 2 55 P D U RS 2 AL 55
K HEE A%, G 03 B G2 EPk k. 10, BARIRAT R K T R S5 A 2 A 5
W, FEERIE S A B, R SRR A ar T E R . HAK, SRR R AE R A
YR LRI E AN, TR R S B R AR KA AR BRI R K, AR
FUEAET . BB=, ZIAEN HARWHEIL, X S A IR i A oA T R R, RGN
DA R HBh ST g R E R R . on, Bl OFER Sy, AT 4 9 IR 2 R i R R i I
i, IR RIS ARG R 2 TR IR 45 BE Jy . A BIREES, A EsEdE T o BV iET A, IF
mE L7R, Ha D E R RSB T . FEE S NS R R S SR —JE, 2ol
5 SR T A AL A, AT SR R P AR AT 45 28 AL TR 40 il CPUL GPU., FPGA %L FhiE T,
LI RO IRA T o 53—, AR AE 0 2% B R K A S R o i B AR BRI T BRI
K IZ A BRAL T B DT AR, SR IR R A R AHME . eAh, B AL R Wi sh m st A
G R, A s R AR QR T T8 U7 A SR ol S, 38 2 HL P IREE T A B b B A L it
TORER . BRI, T ) R AR A A B e O AR A B . AR A =R R AR S Ak
BERRTE T IR RS RS, SR T RS R BE Sy, R R D R
T ISR

DRAM  HZ=R7Fith

CPUits  CPU (py DRAM DRAM

s ...

Gpu FPGA  ASIC fFEREH

Pl 1.7: Gy s oD A R

LR/ BB

Unified Interconnection

(-—HEX)

53 BB b Ol e e FLIBSE By . AR R BT DR I SRR, HE3h ¥ RDMA FI CXL %%
BORMBI, WA R 1 A A7 e wDTPEROR BERL  AF AR S B Pk L& - 7273 B U b D 2
Hh (AN 1.7), B3, AR S 2% S R YR Ao o i o 2 S PR 5 B0, DRSS Rl L T
H—RINRE, W, WAFBER AT, AT EEE AR et o R A T DA 3 i A X 26 5 IR
Wb SRR SR, S BES T R RE T . Hl, T S R A B ALY iz 95, NAE
B S BRI . 2 BAFFEOR (Disaggregated Memory ) izt LR i 55 45 4 A BT P
FE L Z NG — B, FT8 T AN RIS, 3271 TEEAN R s S AR KB AR
(4 RDMA. CXL #1UB) )% J&, WAFMALTT DATERLZE P EBLAE R R TGS, S ARGy IR S
VRS IC. SR, AR AT A R TR RETT B . WS RV O DA R R A AR T AR Pk, DR
PP RORRWE . 247, RDMA Hl CXL ZEHORIEESN N AFIE R ETHIRIHT, MR A RS A L AL B A
ez . Tl A nE s L Meta Fil Microsoft Azure FIE R RO H FB R, (HABW T EXNER
GAAL T R JENT Br. TEMEAS |, CXL 5 RDMA ShNFFI R GE A R AL T R B RO S48, el
PERCH RGETEHAZ DR, AN, T ) KA I e A A R SR 43 B A R B X 5 7 1]

JE T RDMA 5 ORI 38 T A7 R A SR T SEDMTR R, IO T fi i .
T RDMA PA S NVLink B3 WNAFDT I BOR , 52 6 IS a ) NS AP B A o e, SRl iE
B, AR A KN AE IR, SR TR 87 ) S5 R PERE . Ho, FENAFE PR, Fastswap [38] 456
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TNAFRNRIE , femBE iRt AR, RERGEL NI KT ES KA T, Canvas [39]
IS SRR B, SRR O Y A2 DRI 5 . SCBE BB A, RERD TR B S . It
b, T85> J5 S8 AIFM [40] F1 Carbink [25] SF 78 B B aCRRER A TT A0, BOR M AT BT AR N AT,
SREETH T RGN, I T I AL . FERATE T, Aegaeon [41] HAREAN [T 5K 14 SE I 671
B, SSYUERIAE GPU BB AL, 1R Token ZRANKLIEH FE S B R 18 B TR - KT A5 19
KVCache A H-5 1R SCU, (2 ML L RAF MO RE. 20, eLLM [42] R L AR BT Ay
ROUALE . 35 KVCache YESE— Y REAU AT IEATAT B, A AR SUUHb 5 ) L R A A RS ) S ]
PR 2ATHEAR - Infinite-LLM [43] i HiE B, A 2R AL, FF KVCache 770 AR FRITH 5
TRBIEHCE, SRTEMNERE SRR TN, SRR . SRRk, Ei—PH,
N T R A 2AT 4], Mooncake [21] #EDA GPU S A% G AL r A7 A $it 1 56T 1000 i) 17340
TRAEENE 5 R A SRR o T A7 R AP 25 S8 Bl I e 0 A2 R, AR TH A7 S TR
JE IR A O U R E P, (EREEAL 5 B AT SRR AN T KB —FR . S THRT A
AEIH P ARATA#IT 8, Google 1) Carbink % [25] RIS (Erasure Coding) FAULGZHIHLE], +F
A LR 1) RS A i 7 TP it T 22 ISR A, (RIS &5 s A N A e 4 A0 T ) A A g R, sl
TEROTRGREWE , BERAR T R R A .

He T I M AE SO CXL L2 AR R G/ 1 — RSN . 14k, IR NAFE PR BT
HHE, FT CXL BRI BN R TR 2E0E . CXL TR 55 #a i INAELFE, Sl fb s 3
MBSO EL, FRARIETF T 3., Microsoft Azure [t Pond J5 22 5K FI HLas 2% > T 171 2% I} RE sk,
FEAHURE RS B AL NAE, It QoS M= B SR ML HI Ze i “ INAFRHR” R [27]. 2%
ARFNPA FABAEFAR R CXL mfF PR . Tigon [44] RS E X E R EA 5, FIH CXL
PR BREs EAUS THME, REPRRFEP LR, $2T1455 AL PEPERE. PolarCXLMem AR 7 Jf A K F , 1
1d CXL AL LN AFbAL , F-BIHT PolarRecv HL | ST R BRI VIR AN G2 b it #A B, [] I 3 234
— L, BRI BRI RO . SRR, BT OXL A B BRI T N AR IR R s M
AR, T E s T 5 A5 N MR RE . R, CXL A A RE G “BIELE" [
Ao P B e BT S B o A A A BRI, BIOEER A1y RSO s AR o, L RE PR R
FENAFBEIRIN 22 AR RIS, A7 R0 S WA IR ORI, 4871 T RGERY S AT SE i [45]. %
feAYIe, Ml ERIPI I E 2 R LR T AR N A i R GEX S SRR Y I R BE T . BN, IS A AT
BT AR ER S 2R G SR 85 25 2R XU, G A% A — B VbSO B T Dok R Al 55 ORI 22
FME o (B SERLH AR BT E A2 SR A B IR BRI, R AR AS AR AR IR 2 R R A% O R
55 BRI T R AR AR L. AR T A B B AR BIRE T, DD ARSI AR A R
G ik M AR ) P

1.2.3 SR BB O R B A

JAE 7 B P DA T AP NS R BT TR S, S RgFA R T
P RGPS T e, (HIXRh MR T RAR AR MEAR T AR R IR T FIRCR IR AR SRR S5
BRXERE M AE R S, [ BRE A TT IR S R E R SE . s E AT 2 IR (Intermediate
Representation) JZATIS A ARIEATRIBI BT, B 18R T =F XA,

Ve TLCHOAR R E , AR A DL e 2 BT IR BRI A SO AL D RFAIERY 43 B R E R G A
BGHAE RS (W0 Linux, Windows %) S & &R, FNZRTH, BIIra % (CPU. INfE. FAl. M
2555) MR EER DR T, SRR RS BRBITE— S L. A B E R G RE R S
FATIRERE (W NAFEHL. fAAEE. MEISE) PRk, 2 BB TEARN & (R s ik 554
b, G E M I, SCELEERR) WAk R CHFRAEDY. Wt R E RS EER RN
M2 T o fialRes”. 2018 4F, SEEREPERFIE L LegoOS [46], HIKHE T splitkernel ZEAs , HHF
RGN RGN RESR i N2 A R AEAS & HsAre or s L b, 80 R0 2898 5 P m] 52 ot Y
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AREETH T HiEE  RHE

o aExt AEX o9BX
AWRBERG  WsE  nr | | 2 | AR

Bl 1.8: 73 B B P O SR AR A

EIGHRAL I . PP SR T A RGO A — W BRI S ws BRI, SEELT CPUL INAF. FRAESF T
VRN AR, AR R IO T2 BT B AL AROHR T T Hi b O i e R AR, R
B AT T 24 4E K <> Best Paper Award, 2021 4F VMware $2 H A NrOS [47] HE—3 X HELZH% . 2795 S
TRAERGENAZI Y RPEFNERAPE . NrOS il m 2y WAZARAS S ) 5 =L, ik TN TE 2B, 2
= T ARG AT SN, S o BRI A R R R R R G AR TR L . Sk TE
3ok B e 2 T BRI EHERSE AR ) Aggregate VM [48] il GiantVM [49] 25 58 WM R AL 2
THHES) T BN PR A PR P . R 7311750 Hypervisor, KFR H AN 43 EALAIRE 7 AL 55 TR I 2R
BR— A RIS, S2HF vCPU. NAER 1O iR £t sh S R AR, 3271 7 WA i %K.

5y B R TR Th g A AT D RPERI B DRSEPE R [RIE, s LA 1 U S R R 52 24 35 T
Wi, WA EEREMCEE S RGN Z IR . BRI AT Bl S A AR BT 12T
WfRGE, ERIOH AR LR B mSct A 0 e A [ il 55 4% _E RO RE AF BT, AT 2B R ALY
BATFIERG], SEBBTIRA ALY AN RS . FER SRR oL 2R, AN A BT
AR G5 b, SECRUN T AR, 3850 MR 55 e A7 R L 0 e 95 445 AL A7 AN AL i 1
MR BT I 45K A5 MR S5 R N AL, B EAS # N A7 AN B8 I AT DAL B 5 1P IR Y
F, b TR E RGBS A RO PR BB . SR, A A5 TP DR 4 R0 20 i TR A T 4 2
AP e GMEER T 2 SRR A A0 AR R OR B RGE AR U FURE R, (HX A A S A AR T AN (X
HORTAEEITA, BN EA mE, 1 RAANE Z ) CPU BN 9% . BN =Pt — A A
HIBFTHHHESE Beehive [32], HUETHMER) A PATRIAL, FavFap AT £ ImAR A7 U7 i Jo 7 L 2E
FRREACRS A SR 2 AT ST AR B/ N, e e A PV TR BEAIL A6 S B A 17 ) g o AR
B, PARKAREEH AR FFEC R . Beehive HE— B Rust 5 1B R S8 [ 3R (L 48 R 42 AU Sk
H A, WORTE T IR E AR Sl . Sl X ST, BTN SRR ] RERSAR T A 3t
WAF—RER TG SO BT A N AY, BT T 90U A SRR R RE , S =l O B B SRR
RIS AL B It 1 RS2 A B

SAEA A SR REE 5 Z IJCEG I S S BT, BT AT RGEnTYTEYE SRR 2 g P I R
iBTrHHER . CPU. GPU, NPU., FPGA PARASRL MINEAR AW L, AL ZR 58 1 1 I 5 8 1] 37 5 o
HIRTARA B ARk AR B B HE A E AN R BE A, T A o I HMEATES [~ 15 TR PR BRI E
M —Eotk. L, TR — R R I S AL 2 RS S H A28 . MLIR (Multi-Level
Intermediate Representation) [50] $th 724 P RJFIRH BT, B T 290 [ A sC A i b
ARG R A AR AL B . ONNX-MLIR [51] Kf ONNX FZAUBRF ] MLIR . A ] MLIR 5 LLVM /R £
I, K58 ONNX BER i 2R FIBE (AU B, 48T T B A AR TEAIPERE . 1 22 IR fLibi
Dk, fRPT FPGA 2 R EANECEAYIT AOMERERIOUAL S 2, 4 7 ARG, PRI R R [52],
Google (IHEIH [53] il 45 S EIHRHEAIZ A KIUIL, ARt TT T TensorFlow 7EA R (-5 _EAY
PATRCR . Intel ATFIEITH [54] F5 MILR 4 REE LR, 6 ML Gl gist e BE Rl REOS TC4E A 202
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B, & MLIR 5 TV A7 v POy S 2R S B

13 AR5 s i AT 5 PaaS Bl P R)EER

PARHER R QR AT ORI WA R JEHZ DeepSeek ARt IEATTIR, WKEhE NI K =T R
V-5 Z BRI LZ S [0] AL PaaS i}, 286K, &K RIEBURAT R Serverless A i A2 #fi P
MZ55 5 MeAb, ALRAUTE R BRI T KB SE AL B, X BRI e PR RE L R
T REOR, SR T IEZ RO, ) L9RIR T Serverless P15 Bl EMRST . AEiERR=
BAERBEHHCH SRR R R EL, £ 12045 T HA R ¢ 5 UR R0

EFJEE‘ﬂ%H{lServerlessSFfa&*

® o " %‘éﬁﬁﬁ ARG -

’ RTI
OO0 mumpeEmin
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BRI E
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T BRI SRS
B 1.9: T[] AL 37541 PaaS $d-F-4 E AR

1.3.1 [ RER I Serverless i RCE G EAR

R FETTIHEBE . DAIRIES AR AL Agent 55 AR BEN AT ZEHMS T, itHAlk
TEALTF 3 RBIZAE = 5 B R . K3 VBN B R o Bt d i 5 i 5 $ i) B 0 %, BRZE L
RS (A RER . BEeEZE. H AT 0T) SAMBH T (AnrIMdill ATZRE, R0
THGRGEITHSE) X GPU B AWM ZFETR R, LGS ESE = TR RSH T GPU Bt A £ E
A BT UHRATH Serverless giAtiiz, & REHE TGS H 7 H T BB ENR 45 FaaS (Function-
as-a-Service) ZiFEFALNY AL R0, BAEH FPERALRETE . R DL R TR AT 2R BRI
FREEMRSs . SR, ALEREN X GPU B FE K28 “ZHA0. BER RIS FHE, ALBIAL
R WIRIIR N 2 o FE A1) 24 %5 Al 55 3L, 45 Serverless P& 3 V1R A0 TEI I T 1) e APk Ao 40 2 T 1)
AL TAEGE AR Serverless 21T 5 ¥R HEA R, CUBCH FI0 2 IS5 7 B A R B ARy vl

FIEEARRAS . wPER) GPU Z BB A, $EOUHLR R o iche ). MR A 4l YET =
5 GPU ?fﬂﬂﬂ%ﬁi”ﬁﬁﬂﬁﬁgz:ﬁo g P GPU M4 SRR 55 42  GPU = FHLZ DAL, RN
BAAEL, SRR T AT ISR, EEMEIEY ST, L MBREAE. H8RE T
Ry b/ NRUS, RAEAE S5 320k . BURLEER) GPU S5k 4s 5 KON A B0 P00 K B850 7 PR EVR 9%,

ASAAR T TR A, AR PG YE; 2K FaaS =) RBIUNFT B 2, Microsoft #fEH T H#edR AT 2R 1
GPU Z R [55], B, Microsoft Azure 257 b F7E - 26X 2 Serverless A4 )I| SR FIfEFER (It T NVIDIA
A100 GPU, Pl BL 25 R AL TSR DA 1GB 145 INAF N B R PR ERC # NVIDIA V100 GPU [56], $ATT, X 48
FaaS V-5 W11 GPU pRE/TECRL EEA SR, TOVEAHVCEC v 2/ MR R TRk, 0T P B B BERIR 2%
RAESERIREFFE) 12 R MPS [79] $ARRIL S GPU £ MM lE A %, (HiX 2840 RIGVAE N T 75
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120 SRRl H S RE R BT 5 )2 S SRR T4k

B | B | emaw FF5E 1 B A TR A
AL I IEAE I3 %, - GPU ZHBibHi: 21 Microsoft e il T ] Al S AERL Y GPU 2 i BTk
HHE5 7R GPU W %, FLVPRLPRI FaaS EBGREAEL. NSRS (5. 56].
e | WAL | oqpy |- BEQRRIZIRIE: SR RTHORR L Trace AT T Serverless T M
Sy | PSRRI | oo | RTS8 (7). T 25 A R A
Servetoos | EFPRATIESIIE M| (| RS SEOCHIN SN (57), S Fork HLBIES: RIS RE (58], ATk
e | AR R T 8 B A RIS L 2 PR I R A RO 30 PR H T 4350 R
WD i Raas sk | B | s R B AR B AR
A g, s | ATC | SRR SPEREIAL: S BEEIA CorkrocachDB T fi Serverless $UHEHEIR M T 5 9F
B e B IA R AR L BRI R, T T SR A T 1 USRI 274 [59, 60). 46
AL 1 ALK HTE ] Serverless KM% 37 5P T I MBIV IR HOE D 25 RBIZE [61].
o S ey K B A - K& Apple A A RIEIHER S B ARB &G T MR ROIRS (5.
SR 5 0 A L 4 AlayaDB [62] 75T Fek 2 1080 2008 K S LLM 3 BEA B0 Bl 0
G| THORIOMEE LRGSR | oo e AT Inside B L FRRIFIRIA Java JFA 410 NL2SQL BEUIER [65]. T
oy | AVEOTESERE ) BRI | S RPN 9116 AL PO B BT R, DA LR
ol "< S2T T PTG BRI, BRI, I T HRARR L A7 K . Oracle HCiRIE SH
MORRE | srpprm AU | O | g LoIaR B o IR Oy [64].
B | ek, et | EPPT | AT Infra B e I 102 BB RCHR B 1 A BEFHE I T 56 CXL 2.0 HMLEY Po-
BRAR | xR EROIRAE . CPR | larCXUMem 2580 HE (KB [65]. Sk ik 4Bk ¥/l I 5485 5 TaiShan 950
AL LR 1975 42 1 SuperPoD, F£4% ¢ GaussDB ki B £t Exadata —{RBLIOH AT . NVIDIA 580 4
0 7E T T 5 R ABCRRET RIS GPU MBS & 1.
oAb o IR R R PERTRK: Microsoft HE HY X SO He 51918 S EF B A [66).
BEXE B I 45 5 HE 3 o KBRS RIS, R R A5 AR AL
ey | WREERAT b R AR Ko S17 R (ELSE [67, 681; 2 IFTRTEFRHERL, S DA KVCache Shyiiv.Cof 42 5
srape | AR (GSCAERAERT | OSDL | FOLMAMR A7) [21], Microsoft MAALFIACE I RAG 3758 FIOHESRIT4 [69]:
i | VL PEES A | SOSP | SKBEMMINBRIN: %y SR VO AL, —rWRIF GPU FAFfE SR, ik CPU
O o L RERACTE | FAST | U DUFEY [70], BRI DPU EIEREE] (711, Samsung MTIHT SSD Hitk
PERETE | Spammp bl JERU0E | Burosys | PLLSCHERSE Hb SECIRBCREACR [72, 73],

FEPE b s, G20 | goee |- BBCMERRSRA G T EENATRAF RIS R BT ERAT I, {ER AT b A
BR | e s A T2 R AL [74]; TBM 5547 [75, 76] BARBS IR 5V Ho 2 AR I
R HEREAE R T A TCO; 4k ST ZE— A T A5 SRR R HIVEIALRE (77, 78).
BB T BRI 2R 2 FH 7 FaaS 3R35% . I0AL, 8 —LEiF0HR it T840 GPU LRI MIG fH0 AR

TR, U RE MG EE T, BEaMAERE, BAGEER E AR T TAE.

ML, PEE TR B G R = IEFEIJT R TR AT REN 37 51 Serverless GPU e #LT)

FERFTE, HAZ OB SRR Serverless sREUHIAIRLEE GPU S5 05 v Mg BEFAE ) #4675 20 Tic fiE

, PASCRE

TR/ NRURIAN AT Agent 1E AR REE RERT Y “IZ7EA0” . “BhSAL” #1 “BERAL” RS HFoK
IR LA Kata-container /£ bR Bz ATIN 204, @i /O BEARITH GPU EMMLEAR , JET P A5
e e GPU SEBF BAR DA SR AE IR BRI GPU U1 3 e AR, SEBLZ R eR 06t GPU B4 1 =y
BRI I, N B Serverless -5 NN GPU BHEAI A, KRR W A o

At R A RN SR PR R AP SR, EAK AT SRR FYENIFHY . Serverless (IR JH B U2 1 AL =
PRALTERERY— KBk, Serverless “F-H ZH T ILREMAM AL TR &L, XM LI A E T
ERSE S PR H, W TR BN, BAES R, PA“M//REDNE . FAEEE A
LA B RO P A o il 5 oA TOIRAS R AR B0V SR 3 D, AN A ek 208 3l b L 2 - SR T IS
i), I8 A i 2 Serverless V1M REAYAZ Dfla . — L8 320 FaaS P& f 4R ] TTL 0% i) OpenWhisk [80]
ET ISP FaasCache [81], R T sRECZATHLHI A RVQ IR ZN , AR LE AT I7 EATBCRATIATAE
B AN s — T3, SRS I A e A P il e e = 42 Jm TAR SOl A SR EE P R B g, 3Ty
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SR GEAE IR AN IR PR REZE 57, DA — 2871 N BT 50% SeAF sl b i, 1)
BN IE 38%, 5 —TrHT, BT R AR T BB S ] — A, XA S RIS R AL
ZIGIRTEFFad, MRIAL 7 s A IR P8l o X T EOIA 19 ZA7 SRS AN BEAMARAS L fi#tle Serverless
-5 BRI A7 T IR, (A5 R BB RAT BRI S AP AR e

PRI, HEE DR be et TR T K EAA O T R R T R LA
TET RN AT B IR 0 i S7 2 K FE 2 TR R B, TR R 18 47 I R BE B SR 23 RV
FIEAFGIRICE, MITLEGARTT A5 N R T R E) A7 T B [ N DR PR ) A fr . S 1 P kg
TR 7> VRS, WA EA RV JE Sl i 2 4 ) e (e G PR — G A i B S < i, 5
KoM, WP LA E AR TT FaaS -5 NI 20% - 40% MZAFSTEAI R, FRARED 50% i) AL Z R BUH
IS

1.3.2 i R BRI R R e B 1 S BoR

TERMUE S AR R, N REIE A sh it P sk N 37 S B IR A b i 4wk, A5 ]
BT RRITOR, ST R RE S R P R G R R EEIARE o FEBLIT S, o e R P s R e AR
TN HT RS P R RS , [F] PR AT BRI A o R A e A B S PR RE SR TR UL TR 0B

Tl d B 2 A K BRI B SIS D I A B R, R KRB KA hfE. 1) B et —Fh
XS BRRIVE B SRR TR, FHTEBRIER. HEERRFLS . 2, MR BRI
K, o) i S P TR B B A DO — R ORI S A 1l B A o R B SN AR T DATE K
A KA A ) i A 2R TR S AR SCRE R, B TR R A5 AR R ]
DA€ RRJEE AR R R P K58 )AL RR Ao P R RL SRSt PR B Py it g 2 0 o ) il B AR 00 ik
e TR R T 7 AT A, N E A TR 2 AR S (82, 83]. (L2 ERTIHIINFF
AETHHARA, T HCREFA m RRE, @R R B, [N T P T4 SSD
MR8, kP A U BEIT )& H Microsoft £ Hi 1) DiskANN 225 [84, 51], H 2 Hi k%
TR S AR SRR A R . T E HE = PR B b %] Disk ANN AH ¢35 AL R EA T
TR, XA . REREETHA IR IR SR S EE T 8 RO ARF X AT 4w v
W, SExt SSD MR IAT AT, HRIREE 4 R R LT IR LG, i e e P ) Il
PRBLSCEART . MO, BATEBOT T MR RGBT A SR T3k, Sl TR S5 E
WL AT BOR, HAN LT 2Ly LRU SF AP AR, SN 6 1 [ B R 5 R R i el e Uik 5
AR, AT DALE B ) b 22 0 ) PEBE A U DiskANN A 4 i AL iR 2 It

Kl 5 BRI GRIY AL Inside KRBT, HighBca £ i A% 58 5% Bl ial VT ek ) DL SCHL A b0
R B A RIS MR AEIA (Data Agent) HRFIBARAE T &SRR, BAEE A MERAA W] A
INSREHE AT R GE A1 CHRARRE J7 [85, 86], FARAL N DAPRAIE U T-, TR AL G T (E VC B 2
To b AEIET (SQL) AT A S et AR IUE B SCHEERTY , K EF OB A — o B
EFNRAIE REA e m g i iy . Bl N L RERN ARG 5 B R #E2L, Text-to-SQL HEARY H i
A, BRI E RO AT R 2 SRR SCAR B A T 25, A5 R S0 e 0% S0 ok if b ERL AR T i 5 AT AIG
Bl PEAE TR . LLMs 41 GPT-4 F1 GLM-130B, SEA5 H SR K11 5 PILAFFI 2L JURE 11 7E Text-to-SQL AT:5%
ORI T E RISy . X SRR i T e > KR s ARSI B, AR D A L 2 A
A% (Zero-shot) G HL T AR HERIRY SQL #ify [87]. [IHF, f5H) AT (RS vl LARE B EUR-F- & 347 B R
MABW . —Hm, SRS ENEREs TR 2 ARENER Y, i ES NS . HiENY
ARSI IR . BRI AT AR 55—, SRR AN [ Zhid 45 i TR 51 #fE
7 [64], 1BAMIR 347 [88] &5 H B fbiz 4/ .

AT JEREBEMER R RLBGE B, IEAER S B PR 23 Bt . X AT ERBERGRY RBEE &, K&
Bl AT ARAYE R RS B o X PSS 2 TR AR D RE BN, i B2 EE T v A P Fry 2
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Fo FEARIMAEPNT VN : 56, WA B0 A A L A2 EL 2 T0VA T 2 AL TAE
B NP AT AR LR T 5K . CXL BOREY A R eix — a7 %, & faiF CPU 4511
ARH N AF— RS AT, ZER AR 200 - 500 44F0, @i CXL m sl HBGEE , R (K2 H N
I, S BRSO [R5 SR A RE IR R SERAS , I R T S — St A FERCR . Tigon $4 122
R 55 [89] HT CXL 43 s N AR IR 7 28, PTSE B AIAR b —REAREE IR . ml SE0mfE NAET ), R
ARE AN, W IEAIREIEL TB/s, SCIMNAFEIR” WAL AT 252, #efg rAE” . Ff HL 2 PolarDB 4]
BAIEE A e 55 4 A AR S i 7 7 6T CXL 2.0 P 43 7 =X At R 48 PolarCXLMem [65]. 422 = fE CXL
BRI 7 THARAT L . AR S SRR GE AT, A ARk A A R
TaiShan 950 SuperPoD, %5¢F GaussDB 431 xCEdE A, ARAS AT ICIUR A A S 3 5t i) R BUHLAN NEUHTL DA B
Exadata (4 FE— L. UK, GPU 52 AR IEFEGRZ MO B0 12 1) 1 B2 4244 [90]. NVIDIA 545 KA
FE) RIMEEIEAEHE S X—AF 45 . Microsoft SQL Server 2025 £ GPU fili3# J5 i BUAS 7 B 248 . Microsoft
5 NVIDIA &1E, ¥ NVIDIA Nemotron FF A 2 I NIM 5 $1) Microsoft SQL Server 2025 FH4E L, DA
Horri) AL A

U R il A B e S R . AL BRIV & SR HE s A T & i 48 e, OpenAl BRA6114G A An-
drej Karpathy - 2025 4E4J#2 ) “FFEI4aFE (Vibe Coding)” BEE, IEG| A ABRIF A #1H XARE . X FhHT
Mg, FFAHETLTE TR, UHARESHIATRRER, LM RBEUERRA: oo A, i
TAREA A EEE” TR BT X — AN E I TG AR, SR e
HAEFRARYE, FEBIEEN BT IS S EELAERL. S g R ek . e gt
SORBOE R A SMRRE S, WK ATZE RS SEEL A B E . kS e, ARERES AN TT
R BCRM . XY A Sh, 648 2 R BBARIE R EBIU AR BRI TR 25
INEFE) ISR, SRR N TR AR s T SRR 45 2K DAVC R & 45 B BRI Bl TN A
RIBBE, B2 MR RAGS T, P 51 5 P BT B, Y DASE BB [l 7 % b S A ), G SR
A T AT R R WO [66]. TESRFI AR £ SMFITF &R, SdiFE R HE 2 “Pahfrsdir:,
A A -5 KA b ] TAER B REBRIERE " . BB AR OTARIA . BRPnte . A shiit it
THF AR PRI EARRE ST, RSO RN — B e g i SRR

13.3 ZERRREISS RS PEREAA G T S HAR

KA N1 A K KO AR Bl RBEATR AT oK, JUICAE IR BErR: A A7 R BB BE Iy
KVCache BUJjiii, feGeiAF i -G aEmihif . wrEE P S PERei ™Rk . DAOE S B HURA B
BB C BN M R R G TR SERIAZ DRSS . SR, RBRLEFE A TCH 2P0 S8
HANGRAE P RS V58 . AAE AT BRI 75K ARG o R B @AEA 28T, ey o i B B
1R KVCache AIAREE I ZRid 2 9GEE L (Checkpoint) 77, CLMCHHIZ9RABIZIPERE . BEEA A
AARGE AP SIS AL UM AR GEAE DR AR (e A L ARIESR | IR/ NSO DA Bt s - &
VIR, FEAEXE ARG R H ™ 20K, @R ERAE AR AL T 58 . AR BUE F LA [ [ HERE
FEH, KVCache HLHIHE) 2 RN LA B IR, (EHX GPU RAFH) B RIS FEFI B (& i S IR A i T
FPEREM . A Tl R AEAY KVCache BE . 73277l MBI IE 4055 BORBUR BT . Bildn, HZ I
[fif¥] Mooncake 2244 [21] SRl T PA KVCache Jy LM Z IRt T, BAEE A7 L 2 AT ) 5
Microsoft ] CacheBlend [69] M1 T i) KVCache FE ML, DA R A, SLIF HAne B4R
THERA IR MR S5 RE ). SULIRNS, AERBIGad R b, A ne PRI ZR T Ry e 6, (M
ERI SRR B ARG AR R G0 R T BRI VO 57 - 77 Bk B ByteCheckpoint [67] FIFT
H =1 FlowCheck [68] 4577 %, I B AN . REBA . BHREA S EE AL ZIFHERAR, §TE
Hey T R AR B AR I R T S PR B KR PR DB (T B R BE 32 W ) e UG A AP 5

R RERGERB A PR, A0 5 IE B PR S BRI B ] JE AL 422, aliad GPU A7 fifi Hlad . Wi
TAREAT EN AT Bl BB DA B K LS8 P ffE NVMe (Non-Volatile Memory Express) SSD %A, il
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FHRTHA R RGO ERACR, DA B2 ATESS . TN KRBT i R G0 th A ik
REZOK, B ERPE A B TH I EE AT A2 o 24Tl 52 ol Rl s R PR bR T, MBS A
WA TR AL, X EIH AT GDS (GPU Direct Storage) 45 GPU £l ELIEH AR . 5| A DPU
SERT R (T EI AL SE CPU MFF A BOAH, DAROCHUBERRE PR RE A INAr ik . GPU A7l ELE AR B 1T
BdiafE CPU 5 GPU Z [AIEHAYMIST, (f GPU BEWS ELIDT M Ar i & B, GoFS [91] 48 CPU M
BTN GPU ERHSCIFRSE, K30 RS M CEa A BRI VO #fR45 X2 AR A0S GPU LizfT,
SCRE GPU B PASCPFE 14 NVMe AP IEAT BB i 2510, 462 1) GeminiFS [70] WE AL T —Fif
GPU Jf/ESCPERSGE, VPR BB HSEd CPU DA POSIX SCHFH 3% M E#iIM SSD, 3Tt 1 GPU I
FEREUTTRCR AR AT SEMERE . [HIIN), DPU S BT S A il R S8 T I AR B T T 5 R B
I RF 2% . FEREAN 2 A AR LRSI RE A CPU Ap B SR s A 2R, TR CPU B T J2
THH 44K HIDPU [71] {840 T—Fhifi v DPU MIRG RS IR, MTHREEE RS, FIH DPU K
FTALPERE T N ZE T | AL ARAECR AT B A, BT T B AP R AR PERERIRCR , PR T w2 B
BT R I P T AR ORI . Ah, R itk BE NVMe SSD 2§ THF il /i T fiE
B T-B, NVMe SSD FEf HURAER . i 55 Al 5 IOPS [t s A i P REAFE B 1Y & 1 Samsung [73]
MFRZRAEH 8 CMM-H SSD _ESCH H SR B SCPF R GE H AR [72], X LBHR B AESR T S R GAE itk g SSD
ERCBR R RCR AR AR IERE , O ATLSF3R0E T RS . SR IRZ AP0 50

i AL S50 R EB ZeBi MBS S5 BE RN TR Ty, F— AU ik R Ge e idi kit - it
S IETCBAR A BRERE Y R VIR, RIS R B A PR B b Pk e ] R IR BE DiTRE, IFFEBEIRAE
A2 REtE . FiE = EAES AL AR, ARG R AT R 58 LTt Ml
FUEBRAR F AR 5 e R PR, SRR TACREE B ITACR A ST — i, HREUfe
JEAS, B RSP RER AT T = ERFTR A, 78 7 AR B P B S RN I AR (78], IBML U
XS 5 MBS s Y R BT 1 — R R R B 5 [75], AEWE 2 MERE SLO Y ] I fre/ MUEA T
SCihe SO, AENENTNAFAE I R GER T AR B B T 5 [77], BT [l S B
Mk, T, PERES TR R T — AR R SR LIRK . TR Mantle [74] $2 T — Rl AL
WRB TR E TR 5, 75 H ST IERE 5 I M RS TR ROALAT ,  ff DR R G IR 55 A2 KA
B 5 T TS T AR S R R 5 AR B ATE AT, Sl T — ek H i S oo &R
TR QDR 2, 2 1A 2O R G R I 55 PERE [92]. Sk A s R S 2%
T, Ptk SR ARIER) IR PR, P I A5 = TR TS BEt 0 Je il 01 U BRI, 5
A RESA AR TR T B SR B MRS, 1 T L S URKB ) TR S B A HESE Origami [93].
% TAE AT/ IME T PRl 58 U TR DA% 0 F AR, AR SR i 14 (R k25 S8 T e R i R S PR 5 2 R &6
) SIS I AR5 U 1 A 2 8] SE BRI U . SEIR g R R, Origami HESUAT UL 17011
ARG AR RA A 43 2 [ MBS B EO DT R G A, AORER T 1 e BRI i R A i
FH AL GE 7 SRR AR T P i 2 B 4R A 1) S8 R RE X B8 TARSE [ HES) T 0 U frE Rl 5E. &
PERE . ARA" AT RE= A R S5 5.

14 Pidim=: Faefbziads. wfa4ahiesiiit

TR RIELS, Biefemizde. M5 %45 iR 3L Rl = B i Bt -5 2 i 55 14 &
WD SIS . — 5T, B R mis 4RI N A . H RSHS . VR A <5 2 AR 1 S R £
SR, AR ARE T AR REINE, SN BRI S R R BB S
FOER R, S FIAICERIE A . B ah by g S e e R gt vl (sl . @ ad ff ATOps. UL
T & GRRENE SRS &, misB R RSS2 R B RIRERE R . T 5)2 5
JEAEAR, SCREA “FRE . NTTHERRY 1) R . FELam S, MIERMLA” FeAr, BRIt A
ez RE IR REIZE K. T, A{E el 2 ER LA R R SRR BEERA
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FBSRRIP TS, IREETER NS, 2P ZRARA AT o FAaA S R HR BS54 4
P B SRR Wy, RERLOUALMIT R RERE . S P B . SR P ] 5 2 (55 SR, A
LS5 AL (SLA) HZELRIHIHE T, SCBUE A RUBTEERE Flor -5 BE IR T £ 221k .

tex— R, BLEEE . THESSE Y
R T OE TSI 55— UL ‘@, (e ) ()
PR 005 | 95 VESOATIBL BT BRI - 32 L R
' o B W 5 G O A AR GRS 4 T 0 2 A
SRS TR S, %A HUR oz 2 A 2 Ak S Ve 2 == 5 |G07i =)
VEISERLET (T IR W 05k, BRI IV —l

PERES LA 2R Z AT SIS , B =16 W)

CRTEE L AT mAERC BT it 2, Bl 1.10: 24k, Ze4r. RERL— AL = AESH
IX — PHER WM A 52 P R SR 2= T A TS S, T

el B JE N5 R F B AN WA — 7T, IR M I R 2 R R AT P SR A R R
WA BRI E S 2 AR, KSR S | BAE L 2 KM 2 S35 T3S0k 55—,
SRS RAT YRR SGE 1 58— WLTH DR S PG AI B, IS i SR A S BEROM L f B ifcdts, AT 5
B “whma i 16 < FEhIRE FORREEUAL” Bt & L10J@R T = Z R ER O R S M A AE A
BB Sy SE AT HDBRARAR S BOR AR SRR FEIERE , 2% 133 sl e 104 HoAA HU R S SRR R

1.4.1 i K BB R B B fbiade f nl SEdE TR

WiH = AR B PR i SRR 55 B S K, R R AR T, (R ZFE
IE T BT ARA IS HE S AT ARk . J4Fok, ZRER G0 (145 2024 4F 10 J] Amazon us-east-1 45
) TR 5 e S R R LR I i 55 I, 2023 4 BT HL 5 e R DXl e 5 | A RS Rl b 5555428, DA KT
i Tl i o 2 FRCRCFT 0 RIALTE R ) T IR s 1 2 i BE A b A 2 BRI S . RGN
FEMER . RREARREAEY . 58RI R HahS 2 . AN TS SN i 4E RE 7 3E AR X5
7% EERUSHRIR . A HSIZ4E R G LA . HESHTRI N T80 5, o . &
PRIESIZALRE T CXELA 2 99.99% VA BRI IPEZ0R, o RATE - Ph i R AP 1 rh S8 XU TR 315
wEE . EONMIRR R, A PG IR R L E R ZERE . S, ZRRGENFWIES, Ak
S5 TR AS AN B E B 1 S0 IR 251802y e BE s S R s R S R s TAR k. X —d e, K
JREERIBOE . 5 e, FRIRIPETS 2 SaaS JRARSS Z MIIEIN T B IR SL. BEIRIAL R HOBIR R, SR tE
A CHRIRRAT . “FHIOR” . BB GBI BRI S U T S T L, SR
B A RS T 5l 2 T RES AL O RS 55 AN R o S5 IR, ORI S r) 4 JEE M e P 7K Y-
Tt BHERR . BrREh . S ERAS IR AU B N T BARA R S @ae ), i “FE Al ik
Bz e H aiafE A4k

FARFHIM RPN, KRB R RGP £ (Metrics. Logs. Traces. Events)
YRR SRS, SRR AL, HIRER N R S A KR T AR A [ 4 P A phe i 2t
L, A 2 AR BRI (113]. BSREAS RI AT [114]. Bl S5 HOBTRT AR RS WY [115]., Ak
>JURBAY EIRIREE [116]. PAK LLM By 4 H GG A5 S PR SO [117]. X SeRF T3t [T A T4
feiz4E (Intelligent CloudOps) A JERIELG, (ML ARG KRS FELbh . Mgihnit. =
MR PER . AR EU) W OR (Cascade Amplification) /3 RH T T

BEAT SR BB LB A K . kS5 IB B REE, REtairiRE RIS . SIS
ENAAALFREAE, TLBeh it & 7 AT LA S AR B Beity 0T . AE KB Z R s, s eI Y
BBk SR TR P B SR AR R 251, ATSEst U 30 BUh B B0 s i O
HJ& KPI 2453 Incipient Anomalies) . X458 il # RIABEIEAR . BT RIS ML, PERINE SR

=4k IE S

i

I
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%13 FEptb mizde . G L SREI LI IT Stk Bt s
WG| WEEOiE | 2o | W1 BT A T4
AU 7 B R o BBESERRM: o1 £ 5 S RSE B BT L ) HEIMDALLR 2345 [94], 857
e | SILABM. HhE BB IR 2 HhR SR X2l 4 S0 AT RSB BBy AR R T
e | BB SHBRLE, | KD | R 0 PRSI KPS S R S R A
piy gy | POORAIRGEE. T | FSE |- FIEMERUNAMT: KIS T RO KB R AR,
PIOE s gk, 30| 1ose G IR S EHOR  DLSCER S A TIN5 ERYE R TR (95, 96] . il
IE | ot oy % | pac 0D, A B 3% T R 25 Ml . ) RSP e AR B s o, St
ST sty R K| crps | BURIRAGHOAIENT S
TEEE | AR T 2 S - REZRAR S 1B Meta AutoScale, Microsoft Azure [ T4 545 M b HL 25 (1 3l b
L. 4 [97, 98, 99] B A BRI R S5 16 A T T RO SCBOCR . B 27 S
AR BT — I DB SAER, SCH T s v
ZA A DL o SRR Ar e e P D I £ T L IR B TS TRR, B
R R Z R T B i i AT A S SR AR 2= PR IS [100].
s SRS AR, W | ospr |- AAdedr: RHBS T RTIVBLH 0RO FEA G E R AL, TR AU ARM CCA
pege | MONRERG R, B | \pes | BPRHETHTIREERRCILEE S SR [101],
sy | Serverless HIEATIRIR | gop | Serverless WG A RBAAM I I R TR HE AR ORI A
i | O URISERAR | L RACE, R TOREE HEEAL (102,
P oy, Dssa g o AR A AR T 25 A DG A P74 W B PELUR B it (103). B I
BE e rmamas| VOV | Tosmm R TR E S A, S UK AR [104].
5 LR o BASAEAHY: Microsoft P BE M AL 45 TRAGE 5 B VLRI, SC B R B 13 45D
B [105]. B B (2 B B e T T (TR, O GRURAT 450 2 BT [106].
ZHCHE L T R o Bl b RSB Microsoft 38 4 ORI B S5 28 RRASVE U 1 25 M o100 o7 1
5 A 94 o 1 4 WA T 30% . B RERE/ 10% [107]; Meta 300 57 RE v 24 TG MR RTRE 1
ot | FHESRUIACR  AE | aspros | AMSCEEERMLAIIUK, SSBLT MM Bk B b SN SATD s [108].
iy | AL S OURTTE S | jsop [+ BeBirbeort HIS S S IRRINE: 5 DAL LT A, 5580 7 ot L HV R
e | PEHERSIG T | | (e R MR S AT RN, T 10.15% (9 ANERE [109]. Microsoft
gy | RIGER R | RGBS, %30T GPU SHERER. BONRIEEIE LISt AL (10).
T W, S o BRI B R BT B R Microsoft [ BER S 2 4 0o 2 BT HE S
B0 i e ot | TAC0 | perem, S TR BTOBAR AL TE [111). £ RIALE AL
95 BN 2 36 W 1 8 BEA YL, BT Ascend NPU i DVES BLHI, B2k 75 TALAOERE SRERRLR,
R HA. BRALHEME, SCBLT ROREEE . (BUREARERRASEL, HEZh T AT B 1RO TTHEE 4R [12].

BN, ZORBARUMUR A 4E . ZBESHT X RAREHZIERE ), B EAEELIERN, RER
M N S AR . SR SO A, TP A BRI BE A AIFZ AT AR ) — s 28 TG M B A U A 2
HEIMDALLR [94], T ZFREE P 4E. 2080, A7 KPLI PR AL, M8 TSR, B7E
T2 FRORAE KPLH R PGS (5T o T IREE G W A L], e PR O AR A T 20 1 S R -
MIHAL G515, HEIMDALL YE S A5 H AL . W 1l -5 S0 S o 31 e LA 8y B R A
AMUAEMER RS AR T R BL0HE, [N E s AR BT BRI nT R, TS T R = R e
ST K .

SRR G <R BLMIE , SR KRR PR 2t ] MTTR (Mean Time To Repair) FG8E(E T
PR L. KB RS &R IR BRSSP b HOBIEERS . W28 2 SRR, Ef—4
JR S AT RENTRERS L, TEAL SR A1 CRERGRE” . L, BSR4 RCA (Root Cause
Analysis) O ATSEME TAERZLARET) (18], CABIFSMZ R BESCBL RCA , AL3EEET I 55 100 1 (4
J3#t+ 4l Microscope 3@ o H4 5 Il 55 OB IET 73 A HiE b by 7 228 WALl AR, 057w 4L s 55 [119]
BTV GERI tracing B 42/ 2011 704 TraceRCA J@ i 5% Trace Al . AT SE (IR 5542 AR 55 HE
Fe, SEBLER. ERR JC BRI 204 (9510 BET PR IS B2 T O 5515 4 MicroHECL 45 &[]
FZE R 2 R R AR IR S5 2 Wi A, B X OB EA T IR AT B A i, PR ARt R R AT
ks E (7 [96]. H A SRS AT i H S 0E 5 KPR B 5%, 4 e A [120]. X
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SIS FLRRAN “—MERRSER TR WP WS BUELSRBRIE SEUORA”. KK, RCA
A SRR R R A, T R HAIE S, BRUSPEAREIRR Eer, TEAgE
bR ITHELR.

B REAL IS YR d 26 H brdd R Se i R AL T O gl A 700 B i L F1 @A Tk, BRI S w
e FERBE AR, SRS JoIR PR Y., R R RE S BUIR IS SO, R A5 R
. WP RS H AR R SRS R R — AR AT — B3R PRI [121]. 5 @R 32 %
A A S e SRR, BRI R BRG] A SR R el i R
D5 BRI HRE R e ey AR E S, AT S i b S A [122] 0 SREMKSRBAY B BB A ARPEARIA A7
UK, RGTIAT A SR, IR RECE . RS . EHAERSUREIILES], H R I TR IR
ARVAZRIE ST PIBRIRIE SHFE2eiite: HAshEsenln, REFFEER AN X KPT 5HOBEE, Kbz
WO, IR RGBSR 5 15, Sl QG S 2R [97]. A& (41 Meta AutoScale,
Microsoft Azure [ @5 A5 PIHL = 1 AL L6 ) SRITELIPAFRBT, S A%
AT AT ELEVEDRR [98, 99, 123]. FEEZ ARSI FALEE ., PERHEWRT S5 ) SFRRIIGIA, AR
SRR AT SCHLI TR A R DA W] R > R ST SR S 1, BB A T X 2 e B ORI R A 3R
ARSI, PREPAIR ARG MRS E S ZS AL Rk, RIS FIRRIIRES &, KA A
SR LSBT A BEE ST, S R T BN AR T OREr R AT SR A AT i

14.2 A WSAEE PRl 4x

Wi 2 VTS MO R A B Ay, R B 1) 22 2 O PRI BB B SRR A . 31
REFPEEH TG O TG R, AN — A ZRR. SIS HSUE SR Gk
WAL IE M E I A B, RAE TAR SR A S AL R — AN 3RY, M B U R Y
A A I TR AR 2R X R PERBE R Ik PRI AL 2o 4, AEIBATIN R T PRAAS 5 Serverless
SRS TR SIE AN, FHRKITNTF L4 G RT3 SR D B s A g
BE PR Ty PR, Bie 2 S [R] S A S 2 S 3R v 1 4 B RA PRI 5 e A PR

T 112 25 R A B PRy R A A3 b7 e 4 12 BORTE DRRSFCAY . MROBUIRIRL . AR5 5o RS R AL, TA
PRI ARRSHESR” B “avbigds” BPEASBER T ISIE . WYV BB . HAZ DAL R B 525 38
WS R/ MEEAS, @S EWH SNSRI SR AR, RS ZAPRE, sl
S S A BRI FIEE . PP RRET R PRI A e L E. &
2 5FEW H G BE AR . AR ITE R 2T, IR A AT AR AC 5 YA A T A5
TR, BREFA IR M ALERS ST B IRIAT AR R A G 28 NI 8 i -3 A 558 S BRE GRS BE
FETLTG S Pras A THUK R HI S 4 H B A [124, 100]. FEREA 5 H A G (I SRS ATAR T T,
FR DAL G R RIS TCIA I 2 2 BR85S 1 S A M 5 70 S B (i PRI A, DA Sigstore hy
REMBBFEEL R RELTIASHIE . HAEGHIIES S ATTEVHE, ERHREHHRE = 411T
A 7 RS EE AT A& B S ORI IE S A nHOB R T RE S [125].

B0 R AT DAL T ORI S B B M AT RS . 28 ae el iz ol et s
fifiieiti BT FRESAIAE I AR, (E L R T RAIE RS TR A MAZIT AT, B8
] REFRE AL B AAURA TR THLE, 16 ERAE RS — BRI o B, RS A A R s L
MR Ak, AUTHRE TR RB AR RR A A d e HIA S TR FEBA RO S AL
MEAERGW I ENE, MR RPAE B W E L T, fAGHEEIEATE RS L, W
B SHVETE. EASRNTRBIT— MREEI. SERPITAN:, MR RIS i, WART R
GRS, PATAT R R AR SR A TR SRR, Bkt e MO B RGBS [126]. il ARAR S
fid EAUIEZ AR A IRAE U, ABTTEHR B —Fh A ARM AL T4 CCA (Confidential Compute
Architecture) fifi {4 4 JFUE A HH B B AT (5 A5 g MR R G5H0 . A5 AT 5 Sl D Bt o B 7 2 S5 s ML ) 26
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UEE B oe b, MRITER . MBSO S R EARGES, WTTEATRE . B3l s TRl {E ek
Ao [, RR GO HE S A A AR A TC AU U E A R T B A 2 (R w] {5 X . 54448 TEE i2 #7052
HALE, AR, A AT [101].

Serverless T SLAYZNEAL S . RO 2 UL B 5 B850 A X B BUS TR BEE b s LA 12 4 Bk
W o 191 20 bR K ) R 0 LR Il P S A B R B L ORI TR, DA S AR R A B v e A
Br, IXBEHON = R 45 T 5 P 3 ] 5 TR ) e A AR T SRS A K o A RS T SRR L SR
WES T B XSS o AT 7 7 DA B R SR T SRR T o 273 RV Serverless [ HIIB AT B i) 56 224X B 1
WG AARLEE . WEASHATI LA RN, FERE AT AR P A D AT, SEE RE T ST
VEDT I PHIT (127]. ASRBS TARA R &, BFFEE R BT BRI U S O I A PR SR gt Ay
—ANERIREAL ) S R R SR A B AR AL B Serverless b R ALFRIE A O 2, TR B HEHE IO SRS T A i w0k
FERIAL, MAHE 20k R AR 2 42 B [102] . 1% Serverless -5 H38- i A 7E B N AFMH IR 0, BF90E
P — AR BIR O ILE], BEAS A R BN AARR T, [FB ORI RGE 1140, ) Serverless 37
SRR BRI LRI TRy % [128]. Britbz sh, AWF5ETs A T I ERHL CVM
(Confidential Virtual Machines ) H{R%5 725 %55 Serverless f) B B sh Al = &K TR B AL, 7+ S8E
KISBNHRS . TR S S R AT 5Ll TCB (Trusted Computing Base) . Sy AFEE 4@ HRF 4 a2
5 R T B ZEAE , ELRRF TR PR [ B 2 R IROR S Serverless 1) 8l St THF8S, LSRN
% TCB ) R BHATER 5 [129]

FERVRIRBOT, AR AT N — RGN TR B, B e F 238 s B BT d vl 52
PES R YER AR PEDR B . 7EX —H5F, M BRI DRAM 2278150 K . Rowhammer[130]
A TP L T2 A L oA S 0 A TSR MR R G0 2 A SRy . (XA BT RE PR A TGl BB
WL LA LT, BRI 2B MBI O F AR, S EWE R it es . o5 i st
BE ARG HREFE, ATX 2 M55 Bk s aLE v . se Bk S5 T A B TARAEBR AR . XX —
Risron, BATMIFRAXBGEE SRS, AR RN B S PZ AT, i
FERHLEE . SEna N REAT M, s RGBT UK . A BT A B%4E Rowhammer Tidi vl
PABS B2 A S B NP, NIRRT “Anfa] AR SGE = FHIBT 25 4k Rowhammer” PHF5E MR, it =0T
BT NAF 2 FESRN , SR Ak i i BEA T UEA TR B, ARAS BB TG i 1 32 A7 5 WA iy 23 18]
WER AR, LILFTFMAAHE L) RGER G [103]. HoFrigSLRB IR 7 R DF B 3t
PEAFRAY BEIF AR E AL, T 2 B 18] A AL ShS HAN T B sl il x2S DRAM G Fit
FIRABESEEs, A BT IR SR R B A P S AR IN (B 4R 5 253l , 48 R A s B (s
IR TSR [104]

FRHER BN AR T, Gl TS0, BRSO RERIRRSSUEpLE, 92
BV )R IR de /AU 5 AN B . B = UERM H i % . IRSF I Al . 2 3L
5 A K, = NERH RS AT Br oI, PP -5 A sh ek WU 2 5 47 01 AE
R—H5ET, SEEAM NS L RSl . ARIRE R 255 I F AT R T, UM T = Bl B %
SPERI KB TT o AR B R REAR P E =AU BN SR ZNEELRE . s S
BAMURIGEE, AR ZBE S HIATIEE R BAG AR . AL ML SIS =R B, il o A il 5
REEE A SERT A G, FEAOBN TR BRI OU T B 3 s B s R 0 o B , PASEBUR L
BRI I SAFAE R 2R B [105], [F]I, i kA4 e 22 W M 55 18 P Bt SRS, -G HL BB A 2 F
AN VR T RIE AT, A A5 AR AR 55 A1 Il il R R4 S i SRR RE Ty, SUPR R ARTE RETT 8
(131] o 7 Zvi 46547 i 1A Y /M RIA BE T, 308 7 T 8 AR A 3R VRO ¢ AR 20 -5 S AT 2 A
IF, MARAS L s 48 B 5 s M s 5 AT o Tty R A o A P 5 XU PP ASZY , B SR T
O RV BEAT KUK, FFAERAT IR v AT RS2 M P AT R KR, iz 4 A (R T 2 B UE R AR X
SRAE [132]. FER B S PATHER BAE AL RT7 0, Gl RS AT A 2 R ] AT ERSE, ik =
FE BN RNAGAEAT, BRBUBIE S TEA G = R NIRRT ST (133, 106].



14 R EFE D FRRILEES., TIRERZESREKEK 21

A AL P E A AT ISR i B/ N AT E AL, ST LA PATIRT IR . MR B, DA
Xz AR BB AR A [134]

143  zEdEh O Re DR PR S TR

BT R R IR, 2R L M AR (5 LRI B S o T WD RN
AR TARHER, 5 RS T BB o A B . B TR o, St
FaME RS, FIGETREARE S, AR K. I, SRR RO s T REL A
FRMLII 1.8% [135], TIASEE AT, REIR 5 KRk 25% - 40% [136, 137]. TR, HERACHE LAl
RALHER LA, 2SI BRER IR B BRI ek

B DR TR . A BRI RREEIRAL A R, DIV ek 5l 55 VERE DR B, i sl &k fo %
BRI, M0, ZEEETORES RERENCN E AR, BEARE R BURBNAE LA S R MRV,
AT T X BEZR AT S BT . RIS R GRS . ZHPHEE T, WSS InE, %
e TR TR L C & T B e AW 2 SE PR ioK o REREIUAL S PERBORIE 2 MIAFEAE RARWI 7 I, 1]
BRI S BUIR S st T, S PRI AL S e . B, Al Y f si—Fhagig
AR 552820 Bl R . SIS RLRBRER BT BV A R . (BBl O ReFEE B R &
BT FAS TR L. N LARZEIKS B T B — R An i T R B . X By yRAE S bn b F h B i it &
JABRME. e, FRASOELICEN A AR SIS, SEOCEZG . WS RIENE, BRI
HK, KN TARE s Lt R n K, EafA a2l BaV A I EATE, § Rt
MADCAREARN L. FK, A (X CPU R R) JoEam el 5 rttRe iRk, %%
TSRS ICR QoS 2y, HUNEBAIE, FHE WIS B AT P E R 2Rk, Fdis bl i 52
WM LA A ik, DAOE N AR KBS FHEEE O AR R SR, B iR T — &
FIBIH:, AR ARG G PUBEIAE SR, DASCRE A BRI B A0 [138]. ik 264
AR B ERTE T B O RERCR AT SR

Il AEPERE . GBS W AEME 2 ] S B SoUl , E B bl vl REEEE AT i IR R D Pk . Hicdis
DRI R B RF B THRI BEAE T S W R, v & FE A B B O T RSB A TR DBk K . 1R 5
{4 FL 7 TR B SR s A AR ME AR E B . BB T S8 S, WP AR T 2B B3 7 %6 - Meta [
B 3o KA DVES Boosting , &1 AS [l i 45 A (B BE P2 T+ CPU S, FEARIR R S5 nI St S
JIEARHEET, ST EE OS2 AR T T IR SRR B R [108]. BRILDASE,
WA RGN AT T8 D B E AR A, FEA A IR E . AR AR . AE S AT AN T
JEEZYE A, Meta JTIIIAPRR SCIL T He/ Nip e T AN 24/7 Stz (139]. Bk BRI T £dl
Hh LB LT A SRR SR R R DR 4 62 55 ) BRIt i) B A AR it T R MR 5 . AL,
Microsoft [ JA 38 iz T 671 BRI XU T, S84 BRI BER 4528 DI FE TS, JF & T SmartOClock
&, ST omR iR e, BERRACT RER . BRI AR A . SIS, BRI
2o i A B B R R 0 L T R B A S T [107]

TR O MRS TS T, Ve 2045 B PR S B RERE IR AL 19 hvie 4 2 TR 3h
BV, B AR WA T Ti 10 . BEE AU A BR A o  &, Bde D
TERFFEREE T, XS ARG R BEA PR T S i 2R . R vR AN SRS 5 ORI B R, MEDARY X
BRI IR S5 AR I FERI ZS (BRI 701, S EREABIR BRI A IRUE . b, DS A R R ik
SR ATk, o T el I 2 S B At v Lol B 8 R S B S J I, R R B e A2 )
DRL. BRI H] MPC S8 RETVE , ShaSTR RS AIBOE s PAVERCSE bR 4k . e R, K]
() DRL J7¥K BB BEAR TR AIRCR , HAECRBE VIR AT TSPl RERER L. 250Kk UL, EHERING &
Z PRIR BRI S5 a2 0RE R, B 2 R A AL 3R, SCBL TR AR A Sh S e 5 R S RC A
WSS . ZTTIAADERTE TR AR SR RESON T Se e, IR OUAL 1 TR I R AB 4EliAs, Sl 14k
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PO A A GAE SIS T I RERE IR L 5 VA RIS, P4 10.1% HYTRANRERE [109]. Microsoft [4]
B i PRI, AE GPU SRHERYRER . HUGAHITRE S 7 I SE B T IRl T, 4l T RGN
AN R S5 B A O R A S RE M [110]

BRETFEAS P R A UL AR LLM R GEFEIOMASCHEIN T, Wi nfEPERE . woA Lnkki
KU Pk . FEE IGE SR E Z a2, Bi L GPU SRR GURIME K, Ak TR
REFEIE AT o Fh TRt Lol 3 32 B 31 7 Fi T TR B, n o 28 BRI DAL DG . oA SRS LLM
OB R BEPR AL . Microsoft PPN R GEME T 1 2 i KB T LB 2R S HERBL A DIREHFALE, 5 HH HEBE AR L
FWFHWIFRITURZNE . BT X458, MATHEH T RESER T IR o5 ARk 8 B A B RESh AR B 3k,
A P TR ] 2 7 PR B A AEASE o e B SR P mT DAY e/ IV RE A5 SR A 175 DL 1
30% MRHR S5 e s B [111] SR, B35 TR SRRy AN P 0k sh S22k, FRai OB Sl
FEAT BIE A SE - RECER I I RERGRE T« BHOUHIEBEPR S 5 BE S A PE AR SR e s Pk, Microsoft iE— 42 5Bt
TR LLM HEBARRERY ShASRERUIAL , JEREAEARIR AR SR AL . BIRUABIAIR 55 SLO,  H Bl BE S £k
i BT DA S GPU R AE KSR, Sl 7 ST Sem A ARG B a2 4 -5 T
VAR, AMUREPRR TR BRI, @52 Th 7SR R ME A an. SRR, %Ik
TEPRUERR 95 FE38 SLO HYHIHR T, WIFI4548 52% HUBERE. 38% HUBRHREL, FHIE% FOARIEAR 61%. X—T7
TR R LLM 75 Il 55 A 25 €0 08 AU T 358 A AR L T R GE MR DL TT 5 [140]

T AR KL =5, B BRI Bt — 2 S 4. DRy . AL 55 R A B DL TR
PER Ay X N P RE AR B AR IR A B R B 3R, SEELEYR ESHLA Y SR Bl S 0
FIERE, FERRUER S5 TERE ST EEMERIRIPE T, Tshib AT oA E T, SRR AR [fns, @
WHIAGRMAES]  FELAAL S R HERT S5 BE s ik, R R G REAE LS5 R sl . B2 fae
RO AT E TR, SCBX BERC S YE R A5 22 LG N ot B O “wish
BT T, MR R4 B . B EURETIRY “RERUBINIE LR, e
G LTRSS R R AR S S

15 JEBLLEW

plinca CXL uB

e O =iEsA
Al-Native##z " N\ R EHIRE @ ZARSIER
Data Marketplace Storage4Al LakeHouse
Quantum Computing . \
as a Service SeRERG SR
Data Agent ReARE
4 . ggf = Model as P
& FERS Feilhbc Serverless® Service
=M / Server]lﬂekzgzﬂ Database Function as a Service
UALink G DP
" 1 QoS | ms UEE
DNATFf% / Unikernel HiEch
/ . FEVEE
MNEBITE
/ SRR
B
BARHFH HREE M BKHE mRRaH BE R AR B i)

B 1.11: =BT R AR N2 f £k 2025

BR KSR HRAEDT I — B E AR IR TS, L, Gartner 23 Al B AR BEAVE H £ (Hype
Cycle) VER I BAR A SRR T ZE T H, FE BRGNS ZIA AT o il il “FRBT 2 —
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WK — PUIEARA Y — B — 4257 W T BB, TR R TR M B B
IR SRR AR . FERX LT B, SORAI (R AR Y o FESORBZEATI S, S (E2
MR, R RPN B R, A TOREARA I, SRR R, s ORI R
XS B R S T SR R AGE AN BT S A5 P SR A T R, PR 2 B e A A A
%o BT Gartner A Zr) AT, AN UUIEE T SR RORGUR A SR e (AnE L1FTR)
5E4E Gartner MR, ALE N REDEAESRGH AL 30 TOBEIAR, MIHAEE S0 4 B =
THRESORI B R IR T - P A XSGR, o RSB 5 Bt ik

1.5.1 VSR ASIEIE S8 5 T R BB AR Je 2

zo SRR B AR G 1D Z 10502 2 B ARMRHZAE 2 0 W, R REBAR I B il — 2
A 2V AT AR . S REE ALEOR AR, BRC LS n MRS 2. —J7i, 215
IR RARAAAE R GRS AR A ROR B IR KRN R B 3h 2 B ARAE AR RE AL N
RRGER R B TR, FEARBOZAE TR, IHES I, 25 R E 2 23R Sl E
TG g Sty . T, SEWR AT N . B BRI DA B BE Ak A HER S LB T
ZAETHINFF 5, SRR TR TERE, ST STEA R SR s R e . ttoh, Bn AL & iz
4. BRERERUE B AL KB A AL 55 s A TR S RERER I, SEBIMERE . A S ok @Rk H
PRZ AR AALAT o X T o) N TR RERYTTSENL R GBS0 AL B R G AL 5 ARIE IR 2 T8 B2 AE
TN, HRFHESZ A = S GRS 1) B REIZAE = 0 5 13 E il 5 5 Al SCHE I T 1 el
BAHACH AL, AT42] W] E AR RER A ISR .

AK z VTR 55 B U REAL RIS A B W DA B0, il P 559 A 4k 2 IR By St il 475, 2
BRI PIN CHpASMAC ) CHRWAED . ALY B, Aok m IR S AR N BE AL A Bh S
e, a5 TAERERZ A R REEM, FEm S /AR 2 o5 A S . TAR R ERAENS 8 kik A 5
FRPERIFR, AAEXTER . FFnk, et JRASRIRERESF 2 4R fatnn it & WA BRI A It
FeZ M OCACHEE , AnsvEfias . SRS, R PRI 5 22 A PRI SR, ANTTARORHAR T B A
ARER . A AR SS E T . AEBLEERI L, PGl nlE A E 2 > MU PRS2 A B 2
(e YA PR AW B M 95 TR SRR AR AL A R S . BRI T B IRGFTEAS, AR T R I
TGIBHESLIRIE TR AR SR SE AT R AR PR I S AR L T L AT I ) Sl
Bl SC %, HESh =5 m A sl . A PEACRI T RrSE K s St

AR 2o W EER 55 B AW e e e BT IRt e ook, 1) Al PS5 . RERIIR S . Bos M 55 °%
ZARGEEE . KITE MG T M4 RERl, Ko s ST, Bk B, RO REI 8B R
PelRgs e, XAMEOLE SR . BRE. g5 STl —MAL “X RIS W&, % AT B 07
APREIRBUTTRAE ST, SLIRITRIA] . R Mgimirsb (G Jant, = FEAERRm AT 7riaeht
RRBTIR, I [ SN EL AR TR SRR . S BRI SRR AR BRI IR BRI T
FEAMRGEA AT R, T M B0, B RRENRER K, IRARERAT RS
R 2 AR T 5. IS — BRI 2 ETIE nT = AT PR L AR S 2 A A AL RE
71, mRGFRN BB ME” GBI AT ERAERS”, ORI = IR55 9 R R REPEAI A
W1, W B RCNBCT A2 A RE R A B AN A& A T L BT A B R S S il e

152 AUSRNEELR

i AY R 2R B, TR . SRPEIRMIR S RE ) . BEE IR, R REMR SRR 55 S
N, mIRSFRINR AL . BB S B Sh iz 4 RE TR N IR 5 AR R . TR AL
SRRt 73 Es SO DA SR RE ST IR gn HE S B LRI T &, S =P E AR SE IR
Frl RIS . HRERIIRSS . A EIIRSS” S546 AL, Sl T AUBIZUIR 55 . AT LR AT B sl T A 454
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AT, SCRpP AT S S B A5 PR QRT SEGERRE , A T as i se e k-F- 5 HifLae . [l
i, BOEEIFHESH AR R, SIS E2 b SRy (ISV). k&S5 AL RE
iyt TR AR S L 5 B B RAEIEER . FER e, IR (SLA). %X
Vo By AR HE T MG IE AL JEUE TR BT U 55 S A B ZE Rl R T TR S A2 1A o S EAR AT
Frl et g “ALSAEZ + Al Y BREastt, TR 6. e AT S, alvsh B R r
SRR RE S BRAT

P RIaYE S R AP R, 2RSS . RS HFRMIE ez ek R,
S BESRFAI . ASMERI AT, ARSI -G L. TG 2 ALK
LB ERR, B A IR SRR AT S R, SIS XU K B
o F SR EEL 4. BELAM . NIFRESZ 2T, RES-FEHM ks iy SErts
R BRI GE— Rz 4R R AR S PEREUBLA I I8 2R B R S A1 (L AR 2R A SR
BN, $ET1-Gan e S 2B B H S A AT RTIE Mo G0 K A1d I 1422 A S B A5 A A AU R
SR PO P A BEAERE, SR AIZ Uk 55 B AR Ty S . [, RIS AR AT A Bk
WA R (B ETIR, XHTUREA . Bl idEss) mprse 5P, FH8 R aRe R BT & . s
SilbFada i, SEHM AEeURE” [ AR ET .

HESh 2k KRB AR BIHT, T 2B P DR BRI . A IR 55 R AT 5 3 RERE R B . AR
AR . SRS ROR, LB D RE IR TN BRHE - 3 =AW R QT , HHEshag @t St
TR AE L BAEAT WAL, BY Rk i s e A, i bl R T FHAE B R. BIREVR A, B
FEACACSEFENE , SRTHER HLm B, SRR Tk et SR i RPSER XU o (]I, WARZRFFBRHFL . fE
BAERNA G IRAHE S M55 AL PSR, DASRA LA T | Sl 55 I (R BR ST M= L SR 4R« it e T 4
@RIV R RTIRELE], 515 e AR = IR 55 i, S ILEE BRI R 2 S e @A
IS R O S SR TR . BORME &, s @il ZRE AT, T Xt
RB = s BINAETR K SRRy, FEhnaRsk (0 BORTETR R IS B, AT XT e, TR BE
BOGHHEBOP R R, AIRETBIT. AT ZH SR P o e R 21K 4
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Ay

(PR EEIEE Lo

=ML 2 P EEAE A 2016 452 MR A AT O i, GBI RS AT RS AR R A R AL
RO BRI 2020 4F 11 A AT (MRS 2030 ORI ECADY [141] B4R IR T 2 MRl A 10 7 SR
5, AARSORZEM R el B, 2025 4F 12 [, BCEHEAE o8B0 B E” iR T, (MG
2035 FERH B4 [142] 1IE30KAT . ZTRBIFE BN E R AF R PR BT DR QUFT (i a i) Lk B sepl
Hy, B = MR SR BRI TAE, HHIREZ S (ZMRElG 2035 SORE Y RS, fEx
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AT 0 24 A TRED ST R IS 2 SRR, A TUFFRCORAG . BBV R R E %
Rtk Z RSO0, (ELAERACHLE. SH0. DESIOFFEET | SOOR. AFHL 2 R L ao i 4 oo 5
e RSP AT AL SRR ey .

2.2.1.2 T DAG MIT5514)%E

FT DAG (55 VR B 3R £ T A Ol R I TAE R, DAG BERT AR R AN (L5 i3
TS . BFREHE SRR, AT AFIR — A TAERL, HA 55 2 RAEAEMOR ¢ 52 . A7 LA IE
KA F ) MapReduce/Spark fEl. S 44RL2E S TAERL . PARARA R FRIELH By K3 AT IR AT
5555 o O BIFSE I RIURTE W 2 MO 2 PR DA R A 52 R (R B 7 i, 3k R BV AT 55 ) BT T I A 9%
WAy EL. 285, RINRS RIS A, #140 Hadoop BRAAFEEIE I FET AR EIMESS, 65
AR 25 R AR AT 55, AT W 25 #4 5r . MapReduce HEZE$9 IR By BERIMT 5541 (Map BirEZ .
Reduce [f7 ), Reduce {T:4538 % 2 S R4 Map (15558 BUG FHR2N,  DASEG L A R 1 S 8
4. Spark MG TiX— 5, it DAG WEE#RANN FEHVAS BRAT 55, 25O BB B AT (24T 455
FREIA) FHR, I Spark VR H£4E MapReduce B R0URI IR, 4 RIER . SRR AR
HVF 2 BE SR K e/ ME DAG [ A A% . 2L List Scheduling [237] S giid3y: (40 HEFT [198])
WA T DAG R A%, B OB RS MES IR (5SS 1 R a5kt a]) I
WRILA BT 45 EAN TR AL BR BT

BRIl A 55 P AR AR A A PE R I B9 bR, ST BT 205 R IRE 26 T DAG WAE55
VERCAR . 41X DAGAT S JAEERIMERE, H RTITIEE AR R 7 28R . KAty S id $ i DAG
HA g SE 4 SR AT IR TR Y S BB AR AT 55, DRSE N o e e DO A B R R B ATIET o Bl RSk &
Xt RS ERAESS B ARSE TR, R R BB PO Z I, NgRE K. (HR2fEE 2% DAG
e, KRR T RERE AT U M S AL, IRBIRIER ER U PRk 8 (R BRI T AU IR A 55 1157
1), AT 55 A1 {5 AR AU A HCE AN« B 2RI -5 SR AN 45 5 10 7 S SR 10 B3 A
BT A AR AT IE . B, AR —A Reduce {155 75 25k A £ # H 21~0HUK Map (L35 HI%L
e, U2 SR E A5 0T RE X AE IR Reduce {155, FELEI MK IEZAME, B 1F Reduce (L5 HCEAER AR
FRM AR A AL L AT T AR [238] JE/R 1l i AR IR B DAG Y ¢ BB AR 5 M 4%
FERZ I KA B TARRT SR de L AR, IHEERS (41 Graphene [199]. CAPSys [239] 4%) fifit
MEARR I, I ERE %5 JBAT 55 75 5K R0 M 28 FRAH I A5 Te 4+ 55 5 TR A DAG .55 .

BERPESAESS PANE , DA M BRIy R 2 F AT A SR LA GPU BEIRFIN , DAk il 15554
RS T INZRBR . XTHLAS A T ISR AEBAT S5, B RS T B GPU SRt ok, LB A7 2
BRI A TR DAG, 15 g phe e WALREASZ P da) 3 2045 B s b, DASROR B B A 25145 I 265 4
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P IfE] (Bubble Time). SiP-ML [201] £ JRJ1M0 28 414 M) HAT AL SRS BUAE A Of GPU RYIE (5 BEA R L
90 245 R A 1 D T e/ MU 2R AR ] .- GraphPipe [200] £ Bl DAG R ALK 73 S 224 T H A AT I
B, R B 5 AR VR B 1) S5 B T RAT A5, SRR S R I R

Je T DAG W55 PR K BLBESL el 5 T i Zh AT e . ) iRAe . V385 8ol e b s e L
BN 2 TPk, i RS QIR LS DL B PR R RS o ANBE PEAN S S R B SR Pk ik, R
for il (B ME S5 s AT IR RO K/ A R, (BRI R b SE P T RE R BT L Pl PR 2R AL,
FEACMRIKRL, HE SR DAG $ATTH R @A . 2410/ 2 1R T iR et ik
THRRAER 2 —, DI 2 R ET BA DAG MR IiL, (BAESLER R IEEA 24> DAG I k. —IME
IV A BEAECR S RT REA T B AR APt R, SIARCHA R R . LR R B R R i 5
SEREREAR AP Z AU o VTSR 1R A RCR AR TG AU, 22 St R S s 0 i e i 155 i =
Hidh, (HAES R DAG BB iR, A A Bt vl e HL S R B SR S IR B A e 2 vh B
Bk SRR RS 2 IR R RS L —, 1A, DAG MBIt fE& S8 R AR IE .
BITF 2, RAEET DAG WAL CA BIS gk ke . feTHEie Rl . FrraE s — &5
ZUEARTT SR, HEAERRBIZ 3 5 N U B LSRRI, U0 R R B A S8 BRI

2.2.2  VFRERING 2% )

VIR 28R B = ) — AT BE Y 75 — PR B K, AR B R I 245 B UR DAL M A S8 T ol
%1 (Flow-level) FYEREFERR (ANERNEURIR R IR | Frit it 45 ) % ) T [l 4F: 5520001 (Job-level) HYTEREFEAR
(AT 55 58 B IR] ) o FEIASRIA 5, WA 7] MapReduce/Spark S35, MR EERIN KR
B (Bl Map BB B 2 Reduce BB A ), XL KA GBI N CoFlow; L5 EE 211
—~ CoFlow WA MK K&, SEATRMATAE, WA EN TS . A AR, PR REEA
PRV A 58 BT TE] o TRV SRS, T BRI 2 2D U ZR, MGl B R R Gl f5  (Collective
Communication) J5if, ¥ N AEIATHZRERIEIRACH; MR RS GPU M HE, 5K
PLBAR SRR RS T E R, AR R A ZRINA] .

2.2.2.1 CoFlow )i

FER L A ST ST 5 AT I I 2 4 BAT AR ¢ R B A e, (L5519
S8 S ) O T B f— AR B N 18] o AKX AL TRAT S I TERE, A8 3 i T R &Il CoFlow AR
& CoFlow Ff—AML55 H A LI B A M SR B AR N — R, A% s Ta) e T i — AR LR 52
JEIF AL ANl UEA B — AL, CoFlow I ERY H A Ik 454 CoFlow (155 HY R vt a] (4n-F-3
CoFlow 52 J8(f1A] ) . CoFlow B A4 AN /M BLid 238, o A i B L r i, 45 54> CoFlow
WESIITEEE AN Z A CoFlow [HIFYH)E . CoFlow i /& NP-hard [, HAE ARS8 5K By I i 7 2 b
fik. CoFlow 7E 2010-2018 4F i) J2 it Lo PG RIFFE RO EE A, BT IR LAY 42 R SRR BE RS, 245tk
REFOIS (AEEE) VA RO A BEE SR

X CoFlow PHEE I IR LI BFFETER, W iR A5 k3E I AR, S8l CoFlow I CoFlow
WIVERE, Itk & BT A IR, H0at CoFlow 18 il 3 MBS AMERENILEEIE S5 ., Si—i15
CoFlow FJfiL 7 FLAIE S5k o M) TAR A EE 2R £R CoFlow WIRIRE, Sl A 22 V3L 2B Rt A .
IE— BRI TRCR, MG TAEUE— 245 & CoFlow [MJAL , il id fLAish flow fLJefyIrik, f/ME CoFlow
SERUNTTR] [144] . SRTT, XLETR EERTALIE F1F I 2 5O R — O R B AL (Big-switch) , A 2% T
AL HBUNZE, AR KA Fo0 Mgt XAMIGRANERY, RIEZ— R5 TARSTE
CoFlow i FE I 1 AR A AL AN AR I [202] 0 HuLo3X CoFlow R BE L 5 T REAS BT 42 JR (i EEA T LAk
Lt S 7E TR B VR R SR SN St S5 BT A R B B e

53 AliX CoFlow PR EEMFEY LA PP IFHIFE , M KA/ MESS P T Jear . A oG
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J7 ZEXRAL CoFlow PERE R AF, HH R By ORI (N2 R il BALAL BRET I ) (45 To kA Rk
AL HE/NEL CoFlow (41 <1 MB Y% ) o Sffpkak— R, 431X CoFlow 13 TAFHR H4R i [203, 204]
734130 CoFlow i EEALH AREANTY i BRI 555 BB, SR /M55 08 So i i < KL R ple g AT
5SS oA 2L 55 BT BEAL I B DU IBAE T IF AR AR i R S b o (L Pl 181 B S 5 g
HAUKBURTRAE 555 R, XA EEASS I R ORI TERE . L, (25515 B R R P SR U2X 253
A AT BEBIL ] H Y S S PR A

RUE CoFlow JBEEAEYAARS CHEAT ¥ KEIRANISE, HAESER K BLER ITS B 0y m 5 CL T ik %
Peik. Hbrs—rt: BAYLH R4 T iR/MEF1Y CoFlow SEIMNIA], AIMEARALZ REALEI H A, filfx
RAC 28R I R e 22 AU IR 55« FT9 et Oy SRR TP R Tk AL #E/NAY CoFlow, Tl 431X
TS EAR TR BN, (H T2 Rt 4R R S EOR U ERE , AEORUE AT PRI [F e R R e
REE AR RGBT AL B bR FRBMERE K CoFlow HLHIFRE 2] = HREE Gk, 4% e A &k
I AR O T 3R CoFlow 55, PA KA AEAE SO A RE A T4 T S B2 <% [205]

2.2.2.2  Bfadfiif

Sl {72 ATV S0 R Se ) — P el &, FaR A E— AR N (Gl
& GPU B, CPU) Z ], AT LU P s R & HART AT — R IS5 AL . Vi — B B s e 1
W AllReduce (7717 S TTRR BT B2 R A 455 ) . AllGather (A 7 SUISCER A AT AL 508 ) A
Broadeast (97 iURFEE - A AT TR SEIEAE I . BEEBEAUAUEL (AT ACBH0) FNGRARIEAL
B (7R GPU) HRIEAIER, MARE fE O RGN G LR RERER) 20 AT, Al
RIS KB A N GRERE 0 2, O AR MR R O i 2 —, 7EIE4F SIGCOMM,
NSDI ST M 2% B S HAH 4 R EE Bl KT R Al fF P AL DR S e AR LA T -

A MBS BT R TE AT AE S s I B 40 AP RIRE PR 23R, B v I/ i sl i SE IR Al 15 52 (i
Ring. Tree), JEAHGEERILMIELD . SR OHEF A A UE UL, W Ring AllReduce 553% . Double
Binary Trees 535455, DAMGERC M ZE A SIS G MAIE . A MBRNRRERIER, Mok L)
DL, ARIPTTE R E A, 24K AL Al (5 ) 254 12— N, SCCL [207] K545 h il
RSk SMT (Satisfiability Modulo Theories) #E473Kf#, TACCL [173] -5 H S ol {7 A Y M UEAS N
TR BRI PR TR A, SyCCL [208] ) A #14 MAY S RIS T4 28 2 1A R 4

55 WA IS DR B AE DL AR S KB ZAT 55 Vo iyl A5 2808, ol s 4 e a1 e e,
AR R R &, DAREARS AR ] o 3815 8 B 0 A% DA TE AR A T I 2R A B0 ¢ 2R B HE
FRl R, HEh B ESEERNI L. BIRYIS N, SO E SlERIREHAT. Lo
JEET FIFO, {H FIFO /7 R S22 R, NG MGG Y B 5 5 i i 238 by Ba i1 5847
S, FECRMGEHETE. FEt, FEE RS T e o R R BB G BAE, DA BRI Y
bubble [209], [ T OLSEIIEE , I T2 R IR BE 2 BRI TR T 58, A RE 8 A5 R AR 20l Sk B/ N 1
#4/E (411 SYNDICATE [210] i Motif, Centauri [211] H1#4 Partition), M iEA7kS 40 ka8 B

55 Tl A Al 1 PSR AR U S P b 2R B DRI %0, AR K CBE ML as a Service [y i %
g1k, FEEATOZHPMEELZRCNER, WRHEZAH LGS Z SR AT 5 E M
LA e PRI N B, ARG R RS (10 Colow) K 11 oy S L B AR A IHIE (InZ i ERE %k
L BESTHEWESRE), FIER B2 50 SRR [213]. AR B, 420,
ek, MIT SR AEE T 2 Pl E R EE RS [212, 175, 213], HRELEH I FEHAE R (K
1t GPU F 2 [151]. S/ M 58 )t a] [214] %), i 208 11 1) PR B (An A~ )

W E FL A 2 TH RO E e B R S Dike JHEE RS0, SR B AN R IR die VA YR 2 HL - il A5
Mo RARGE MRS R AT, QU R MG SRR IR E bR, 42
H— MR lazy SUAS Y, NSRBI R T HE Y, A SS K Ak M S i R . 1%
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SR TR L AT SR AR L SC R B ) A Fr b, e B AT DABRIIE 1/2 A9 LT A b, SEBm i RESEAL
T, MR R RGE, W PARKAR T e/ ME 55 DE AR FIME 55 7] 22 F-

2.2.3 - DIGEIE A T

V- A A B R ARG — ML RIS AL AR S TR R, (ERS RS R
Bl N SE LR ) SR C B S PR RER I . AN DUMAL S IR A S il . ARt sr S it — S it 2
WOAFTME . S . BEIERMF SERE ) BOE BB ALl . I, AT “G—EE0E” 5 G ER
WO AN ZTHRETT, FRGEHAR T M I AR B R B RIEZ . A0 AR S PR A (A

2.2.3.1 Si—@liJiik

TIARI 28 A ] P T YA @ N R UR I 2 B, I 20 i A LB R — g . LA TTSE
ik SR H DA AZ D 20, R S AT R MR TN R R G — WA — S5 iR &R
NI SRR R S0L 9% R R 5 31 ) B RS i IR S DAk . PR —8 HAEZR R, AN [R5 2k X5 5
PR 3 JE RN 29 R ek U 25 Ak SORTEBLAS [N 755 . 24180 9 48 FE LM ik A VNE (Virtual
Network Embedding) . [EFIEREFR A VCE (Virtual Cluster Embedding) . #45#% (Hose Model) . R4
)fiEfE SFC (Service Function Chain) %,

VNE UL OV + MEARER S “PyBiYind + YyBRuis” A e M iR . VNE 25t
ARSI GRS M R BT IRN A GE — BER AT FEHESE , HAZ O SEARRR e o R DAY A5 R UL IR B P B B
OF, TR R SITERE T . HEEGT TE S BRIl M SF 2 AR AT T, KBRS TR A SR ZY)
PRELRIBONE , A TTARIETH ST . SR T b P DA K B s PERE . VNE fe i Chowdhury 45 A RGEALR
5 SCT Y S R B A RUR SR AR S , 2908 T RS I A R BRI TS A Bk [143]. afb4F
K, BEE B DY KAD S 3 2Rk, VNE BB MBS . /NI T8 HE 28 A R A e 2%
SRMBIA 5, WFCE RS R (AN 22 0 25 3R Bl 1) e AW apt ) o shaSik (TR e 4R R iy &
) STEREPRIR (SLA / INAERSURGA ) FREEtedt, WA GNN BEFTIFATRMEE S B AT [215].
BT 5RAL A 2T B BIAS VNE PeSHESE [217] T ) I SE AR AR 20 R A SR B IR D0 (AL [216], DA ISR
W HpE] VNE [219] ST 1] AL G204 H 38 Bk A J5 15 [218] %6771 .

VCE/BAE BRI AL TR AT s 2008 V-l 7 0% RIS ML BEHER, (R Behe s fESh &l 55
T A SR PR UE AT Bl s PEfe . LS AR Ll Duffield 25 A7k SIGCOMM’99 Hifig iy, il BRI 3%
58— s el 1) AT SO SR A SE TR oK, IG5 A P M 4 P e 2 T PR B [240] . AEAK
#0375, Ballani £ SIGCOMM'11 ) Oktopus H i B THUE LR th T REIARIERN S, A (N, B)
filid VM o 5 R A TR, TR B M TR S5 S B r @A R [146]. BEJG [241] $21H
THE Y RAAL, (i embedding BRI, AW R . ATARUFST 32 B LT 0 B O T AR
AR SR [221, 222], THD ) T F500 0 28 2 5519 KB FLI 28 Al (2200, DA S I GEAEAR B AR AT ]
AN T R BETRE BIE (223, 224] o X LEHFSE LR HES] T PO RIAE W] B0 R 2% . AT 55 AN SR I
JEHR IR R AL A

SFC K¢ vH xR 2% Dh ik 15 e St AR (oW IR Ay UL SR A 3, SR i@ B i S5 b R dse )™ A G PG £ B Y
SFC FAR 55— AR5 HE UL 0 25 D RE 22 WU 2L TR B AE R 2 v, I DR FR RERS AR Pl ad i 22 Th BB Y
Mo TEGE—BBHERT , SFC AT U E S M2 D RESL B TE AL E, IO WA I RE R AYFE A i
o BERRAT O MM IE LA, DSBS RURAS YRS S 1A 45 R GMEN R, (O — R S IR A I
P, AR, SFC PRPEZ A N BS LR | TS IiC BT HE A I 1) 52 230l 55 M B &S B e LR AL et A . BP9
R A AT 55 S A RS A R RS T S e A (225, 226], TITAIAE RS SIS TR KA A& L5
ik [227, 228], DASARSE AT SRR S LS5 0P 4R T R GE AT 9 R PERIERER [229, 230, 231, 242], X EEHFSE
flizh SFC MEFASBRETE IS . BRE. BEMR, S iT5 P IR SR AR L T F SR SO
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2.2.3.2 AR DT

I U E R P VR SR A T e R VB S R BE DR T I U SR, SR )R I AR B i o B, A
PAHE S B s, (R U (23X @1) Rifid SARRGE, HAEH TR « SMEGET Y
ORISR AR Rz, y) (AP RS, Wosietl. ASE) S Cla,y) (AIEBAS . s 4ElAs . i
BHRABONT ) HEFPE

U= max [R(z,y) - C(z,y)], 2SO (2.1)
x,y
M=Q%W@M—CWML (2.2)
.1?, = lgleagz( [R(Z‘, y) - C(J?, y)] . (23)

TERGER) B BERETR , TS MR RE D45 F N2 A4, AEAER I “SERE M B “SEME5" /Y
e, AR 2.2) M (23) R BSCEERMSRE S y, RTRRE ¢ A TRAICRESE] 2’5 BESEE T
SRSy o, FREEAEEEXT y TSR] o nE25FTR, XA BRI AR LR TR
A, TR M Z [ PRI R, IR ORIER AR (o', ') 2 min I .

— AR PR L PR e nT DL i i 4 T A i
fit + FRARRGERA R IHL . FElan =0, — 1k
WIRBEFTHE T 2o W BRI AR BE 42, ]
A I A R S AR TR 55 SR QoS 5
K%y QoE, Bllnmifis. =iirdkhmidF
5 T Bl [N RS BB s e, A
A8 T T XER B A E ) S P
SRR, e BRI R o sL B )
oty ST P ) 20 E PASR TH B R AR B . AE
JEASZ T, R RERS R e . L B
GEURIMR BB AR S DTS 5
WS AEE RIT A B SR T IR AL
M ERATRES BN ARSI R, Bl
PSS AR A PR A A e

A 2 VSRR RINR SR W ¢ IRAWESE, RS O SO R R b —
PelFhHh B2 TGS BERIAG VM R i s A e, R&eorbr 1 ALIR e . SRR SIIRIE S PAELE . £
XU, Rt T AR LA TR A SR A R T 3252 SR st DAk o X — IR, S KPR JEE
BEOLA NP-hard [, HFFEReditie i 2T i KM Y] ) D-Slice/Elastic fE2, i short-cut %
PR AR AR R S R T, AT BT (Al S M) T 2 SR AR . RS R Rd, $2ih Tailor #
SESCRIE, A RV AT IR R RO SRR B, (R R B RCR A R AL ST 1k R S T

Bl 2.5: Be A Al 5 Bab A Y i A%

2.3 BT I e vl T B S 2 PR

A PR AR T SO . S R S SR ) O et R B A € IR AR SRR s
PRI AL N U BRI DR, MR T EAE R . T NS M R GE R
FALS WA Sl ER R B 2.6 FroR i ASE-501])-5 A = JR P ) 9 4 0 28 Dok — bR i T B A -
AWM 2510157 TB BRI LI FA G LA AL, FIa] P 45 S5 B 3 b OBy Sl e R B 5 e
SN NE L L S JERLE A S TE R TS SRR GRIE T R I i (R A RE . A
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2 2.4: THI ) B SRR 25 ) SRR BRI 5 A

D OIS | 2B | FFG T BT S A
o WRVESEI LTSNV B I E L HPN [150], 5 A ToR 42
) R ARG R TR 15: DAUAE Sy UB-Mesh [243, 244], 7
4 DON ziiggi%gﬁi SIGCOMM | ey fe v I it 140755 L FT SRR T B D 1R 2
o L 8 25 i NSDI TARBE AT . BRI A B T, ST
; - N TON YR e A5 1k
wIhTER iingg;t;”l?;ta INFOCOM o i P L nl A T . Google Lightwave Fabrics [245]. By
o %_:ﬁ;: 1 EEE;;EA %ﬂ - CDES BB JR/AE U2 InfiniteHBD [246] . F R K2k MixNet [247].
$%%ﬁ° 52 HAK2 MUSE [248]. PAJ% #5238 A2 TROD [249]. DA LS
‘ JUMREHE RS, £ T H AT Al (R A SE5F 3
PRI TR,
o Yitiegzids b : Ilinois $2 H #) FPGA JRi A iSwitch [250], KAUST
AR AL i SwitchML [251], DASCHE R4 i1 ATP [252]. FE Tk
TR 5 R L NsDI JL, NVIDIA #i 1} T SHARP 7£ [ 25 £ Hp% , ETH Zurich Flare [253]
FEWI4S DON | S, ik 6] 4 M 240 A ISCA PRULL TR, SR IEWAE R A KU RE P PERE O 35 .
— S S R sc DA_EAR e TAEIRAIE T At o T E & 2 A T 7
pa— SR, DA ONP o WIRIEEMRAL: iR T NetReduce [254], & RoCE #fl
A, FBIRNGSR, N INFOCOM TH AREAR AT AL RIS 5 PR B H GOATI[255] 3@ i 1% 22
e R T4 i B HURBE B4 AR T A S SR 5 iR R2ER 9T INAL-
PR RS P loc [256] FIFF R R 241 WFSE DSA [257] i BhaS M3 =Xy
T PRI BRCR . DA LR TG AR ot e A2 IR
B A ) PRI 30 25 M0 4 O .
o TR : Google Falcon [258, 259] i 1 fifi {235 541 Z€42 il
SRARTT RN 1 19 P S P A B2 2 R L P B R 5
FIM4 DON | EIRR . M, SRFIE | SIGCOMM | a3t DCP [260] il HUECHRTE + ToH A I 1) 42X PEC
TR, TRAHT R 21 NSDI (RN Meta S FHHE S Bl 1 B3 i o A 92 o (R4 238 155 110
ey | T PRSS NS ATC 2% [261]; W7 HLEL [ HPN [262) 308568 00T B 72 ) 0 A4
FIAHERLE, DS SN S — B
W AR RS IERE Y « SEARGUEIFI: WA Bole (£ RTT #5) . BFC (EBERUE)
EEICE (263, 264] 45 & T S FLAC WML 5 U BRI TF RTT 0345
T B SR P LI, - P5B RDMA #3898k Microsoft Azure 7K 4 .o |-
PERRTT. a5 | O 0COMM | DCQON S S5 Ak, RDMA 7E5CF 406 RTT T
FYm4 DCL | 2 T 1 RDMA 4 NSDI {RFEAT RS MERE [265]; Swing [266] i i £ 5] A PEC-Relay, $2
GINA ATC Bl & PFC {54 30 ; ATC [267] i DCI-switch ¥4y ECN/INT
SEPUBS I Y, $R TR
T 1 A 55 b B A 0 o SEFEfGHR: [ 2 Solar-RDMA HMIUK 5 vFabric YEESHE A [268,
% DCA BER . ALRIRFEAMIEE | s16coMM 269], EMHLE “EHE B BTG [270], K B 5
TR, SRR NSDI M TG B [271). DA S S B e B
PEAHTE. R B, SCHLICH RDMA {645 . Tyl 1 FIRICH 20355 7L
%% TB JUBARIAZ I

GE =R AT, RGHARE E M AT RE A E S ORI B 0T . SRR IS TR A
A4 RGERYBE T T 0, FFAINAS B S S i i AR K %

2.3.1 SMg A AT Zdlirf0 DCN

BN LRI R SN R4S, A4 ERY RUA Scale-Up A5 AT £{IH] Scale-Out 45, SEBUBKHUE:
THER. FAMA BN R MERBER LD, ik T 2T B AT R RERFEGE SR N
W4 TG TR . AR DA B AR 4 i PO = BRI HR AN 4
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NERIZE DCA HiEk4E DCI

K 2.6: AT HIR]. BN MR R

2.3.1.1  fadh Itk B R AL ) B SR Bt

B AR 45 BUBSIRRRLE B, B0 RN SRR 7 A R ) S R 2508 . o
YL SHERL o RACR RS SRR IT S S Sl TR L S, T AT 22k S
flo, BB RA TR AT SIS & S E . AT R, ol AT
LA RS BT 45 A 296 5 1596 SRR Al (it 4R SRl FL A A
YAES S, SRS RS, MR U SAEN, TR SRS, AUy
NGRS B 2 BT BT R, WU S B G T . e R
SRR S B A 2, (MU ST AN T TE R (R R . B 5 R 193
fi AT 2 [T DA

Bedhirboo g AL el M Fh b S 44828 . T RBERN ZRoxt im A . S [m] G A F) ™o
PR, #£4¢ Clos/Fat-Tree 551 J $HHMEAT S PRI . BEAR A E M5 R Ty TH C R IETMEAR 2, MEVA ST
BRI BRI AT o 2SRRI BT B R PR AN <3 P 3™ e 1) TSRO, D0 R M TR EE AL
e, SEBRE BA ERHIE RS HE G TIC o AP SR E DU — B %5+ Pl HL S 4R 1 ) HPN 244 [150] , i s XX
ToR # A . Rail-Optimized 4514 Je /R HIK, Ff3n4h-5 GPU [H][A 2@ FHRE I E , &K T AllReduce 55
AT A E S SEN sl , AJT SRR R4S . AR R UB-Mesh 455528440
Ih [243, 244], FEBEYERL A HIC S 7 IKALRE BARZS RSO, FE4ER ST S8 B Rl A e i = 2R
SERLA AT S AR AE o 3 TS0 R A R SR o 3 S I [ s 4 50 O Y 4% LE R A% 45 Cllos
Rl TE S, GBI A “ESAC IR . GBAR IR R e . ARl AR A DR B BT

SeHLRE T S EAERA B IO RN 02K« B AT 55 IR AL GE HL A M 28 9 L )
FES PR EREET, AT A I SR A TS T . RN . AR EhAE K Sh T AR
B, IAEEREN SHET R LA BRI RGN0 . HOs e 1 58 BAT 55 el . w2
VR B, BEOUILAE A IlAs RS ER AT, SRTHNZRarnt SRER L [272]. DAYESAIRE . Jeri bl
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ELXE AR R e vk BE RS R R P R Rk g R 5 | A E M 4 RIS Ib4] . £
H ARSI A S SR, MRS ES G ARRAS . AT RiRBRE. RS IR e ZYERAAE, SCIUT 511 F A LY.
WS SR 41 [299]. AN T RRf2E T 1~ dindnHE R G, ARSIk, SCmH ARG 55 )5
TEARBER AR AR R T, TR RGRLEE [300]. BLAL, S5ETHREDM . FHEGNS E L,
BREgHE R SR LA BAT S TR B AR UR L, 3T R G SR RIS 1S [321]. IX SRR Al
BB TR EAE . NARE . Tl 1B S T SR v AR v i 37 ST ok
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BUDAPRERAEPEMER A, A2 PR L (et n s ST 2R S IS T4, JCIRIE 2 SRR 95 7% 5K . AR
REAR IS By e R R S AR E R R, B2 RSO FE 7 B i, . mRIRIEH AL LT s R RE
SR R G B N Z ARGy, o AR E A I B A . DS IRSS A = o5 A b ddad iR
THETES U RS, A RIBE AR T h 0 UL R BRI IE LSS, AR Bh = T 3
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Bkt v 23 Bip Il R P AR R I &5 e s D, IRALFAE e )i ik, Befbwanl 5E. fIRINSE i 55 fiE
Jio BRI LB AP FFAL L A kA, DFTE A R I T S &S EIB A Ik, Wil 2 o e
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Xt JC kM 25 A i P RE AL R A i T, IR DA T 2R A R R HE I AR R R R
EHEATRENLA U IR S22 B R, AT 0 B 25 S R FRE 1 [323].

A, P EAE 2R B BAER T R TSR i 2 P R HE R 5 A (30310 AnAl 2.7, A IiE
AR TCARGISHLE], AR PR BB s PRI A B SRR (&%, (e 2 i BT B M R AE AL
WAL P AT REZE AR . FEECSENNAF- 6 B SC IR A R RN, %07 kB & R TR IS T
S e AT AR PR BEAR 55 o BT XHA BRI W25 SE BT, [ AR T ST T e T BA E— 2 Bt T T
BRI i A AT TV [324]. %07 ETE R T PRI R AL ARAE , 7E 2w A 9 BB 3 58 im Ar
R, ERRER T AT E @R . ARz PR A — R, ZHERRGEI TR G i AR
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AERBAL 55 T, ARG AR AT A5 AR I, A R 55 BB A [ U A9 5 A i AT ik, FF HES &R
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Ak 55 . 2w AR 55 TR O TR L A > LR A S O PO GRSl 4R B R RAFROPERE, AR ELE
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V£ [307], did SRIUH G A ) B TF SUR B ATERZE R0, Mz iR R 8 10 S/ VB B 7 AL TR
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LR P . M G HEOR A THERUE S, BT R IR AR, MELAMRRFEAME
55 AR RORS s TIRHE 55 A b A% 28 2 o (ol P R R , s BT TR 91 0 o e PR S-S R U4 1 T
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2.5 JERGHIR

4 Gartner WAL, ATTIHE T W5 = MG UL 30 T EERM AL (4n1E 285
R), L AR AR J S A A L

& R

it/ JBE
EEEEEE r \ SBRE
HESE 1  wmEe P
gt
BEEH /
# &MY VNE/VCERREE
i waEmaE [ MEC
AN J
SEMEERE CoFlowiERE SD-WAN
/ SFC
KiEE _
Bt IR R
// FARIIAR
BRI
4 RS
BEHREES)
AR HASE g B TMRRAH FH R =R A B8]

P 2.8: 2 W B AT I 7 R 45 A B 3R T 26 2025
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ERET R . HEMAFIIE, SIALEL -] R MR, 2 — PR RAIB & AL i 138
SOREE; VARG T SIS . 2N 52128 ETR, DA R IE . B 5555
SRIEE . TSR PERE 0K, It R B YR PR S SRR R B, S B e R AR A 42 )R I
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BollE, TSR AR I A IR RS fb il AU R /) Gartner K AR 2026 4F Kk
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3.1 WESE % 20250 iSRRG R RS

TERIHM MBS ST, HEHEBAR AL RRBEI R, RN T 28 M-S iz
BeIr A KM R SIS IR T W A X RE . PTEEE Sis FERCR I EOKR, md R iz
AL . TRPE7 ST RIS AL~ > S5 T VAR T AL L Wl | Al Ol B B BB RIAL A . [l BE T RE S
BB — U BRI IE e A e, ZRS SR GE. LLM Agent 55 Agentic AL S8 GUS A HTIT
BB BRI LR, S I AR RN RIS R AS B ER0 B BESATE
GEURIRRE . MIZREH] . RIS 4ERIE RE A B S R TR VR I, Rk T4, IRBRS Sy
TR TR,

X —HFT, B RGN DR DA a5 2 WA % 00 8 RE A T R B AN 2h 5
ER AR NEE. — i, BEMA. W] SR A S LLM Agent FIZ B B B HRESF
ARIFIE, e[ T SORFE RERE A U5 BE R B A SA IR 2 A RN TRt iam . ik TR
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PA Amazon S3/EC2 4555 AR ali SEBL R AL i 4 [350], HESITH-S 17l MUNAHFE it F il .
PEY RV, B M HEE SO RRA 7 4 5 A JR Y X SRR R B -

X — PRGBS ASAE R E AT RS R BRI Y. 5 g 425 . B CHIRRK +7 4785t e Gir— RN T
BREA IR [351] KALAR, EEZmFFSHMEN AN THES iR, MEIMBOER S EN R, B
R AL TE L UKEN 25 G5 e B S RS TR AR 7 I R SO 5 188, FHFBUE 2030 AR i sk E R T e
BOR HAR. BiG, G ER e TR A RATE TR [352] SFEURIE— A “EREE T R
WIZ5" G AT R AR, B B LS B RES EAERR A AR, ARG [ KA
B DG E AR DB R AR . AEE PR, FRE A T SR s IR B A VR E I [353],
B AR RE RN I TR L S AL B NS SR LT R, S 5WEITI 4. IR aRk
BREABAS. X BMBORA RN “Cloud for AT JUXBEE T HIBEELRL, (215 MO ST AT HUEL
PN G55 HERE I T SR T ISR [354]

Wi = S 2 A28 K, IR H R ISR R AN e, R G006 B L
FHETE 355,356 TEMLITHT, AL 5ZHIKRRZEH M “Cloud for A" Fr{RBLH B 5 345, IR
IIRAE . R AL AR BN AL ISR SHERLRO SR B RREE AR AR, T AT BRI 1] 9K 5y
TARAGAYE . WESIHBMEE A e, M H LA Alops, BREHES Hifz-FE AR “Al
for Cloud” it [357, 358]. LA RET M. HE. HPFEZ4ua T Bimgs—apt, SO PR
BEL e (L E RERL LA R GG B [359, 3601, HfEh = ERABEAE M L S IR it B
BN, A S BIEN AR RESLIA . “Cloud for AI” 5 “Al for Cloud” F it 4% [l #4) Ji0 2 B S 152 it
JEAAGRR YRS, . “ALUAE = BigdT” 5 “m Uzt g o

TEMCEAD b, ARG AL for Cloud XI5y AiaZ5 AL . TREE™: 3] oAby 3] K Jj ki ik
£, RGN SR —EBn IS —OURIAEN” e B PE B2 SR . G201 [361, 362] BT
G H bR RS RO, BT S M e (T AR BRI R s RIS~ [363, 364, 365] AT
mIETR e S KBRS, WE RGNS HIEE S, 2SI DI S AR B A% L 5L
55 502> [366, 367] WITHI [ SIASEAEE A EESE SR MR, i1 S 2 > SC B B 3 A% o5 SRS AT
MMM B RSERIER . =FRZdIE . HOANE: 1a B A BE S (LAY, IR I 4R IR
AESHEWTRE Sy, SRl ) SE AL S B i BT XS, SR UK iR =205 TR A
B RBEEARN AR SMERGETRMENY A, I REHAE RN B P R S 5
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% 3.1: Al for Cloud [t 3= ZEAF 77 45t

| BR[| 2R | DRI BT U A
EERTER R o PAIRAL AL R : A A A [368] ST PRSI0 b B S R AE 7 0
FL AN R EOR TGRS, Hiil ZCube MK, S TERRTHRT MRS VI B EREE g A O 1
(LB T2 Cvin AR . AR BN [369] BV T BB NG, T £ R
VI, 1670 RGBT AT ELE R A SE R L A TR S LA OEAL . SR AT BA [370]
S A RO AR ilit | SIGCOMM | Bfgs 7 HL 4R MM LI AlltoAll S Al 5 THEE , JHR BB R 0h A5 I 3
WL YEIRZ. IS | NSDI FhE5H. Google [371] 1) B4 RECHHH R TR NS & B R L I, Jms
NGRS BN T | pocom | TEERHUME WAN VElsiR e TARRIATPE. Mebk (372] i MR Il 2 27 A

B I || SRR . FHERREAEITIN (373) R AR

(RAL | WS, e A i RIOE AL 13 L R VR4, DAY A2 G 1 ) HE S B A
AW AT Az ), | EEEISAC | L g g bk JESRAUASI R AT A [374] A P AT AR 1L ] e
SOk KT | TC AL, 45— R AT 4 VT . AU A [375] 32
WAEME . T RRERE SEE | NewlPs | N IER UM IF5E 5T Gibbs ST Iy v TH (T 45 BRI VU4
Bl , By Ik A R i, R0 1T 55 A3 BB ATV R T 2.
KRR, T4 C RRAG LRI R FRTOI T BN [376] 45 G VR . BLE A
W R . o T FIORLTARE UL A U A B/ MU R R AR AL LS R AL A, 352 o8 T H P43
B e 258 5 2 ] R 4R R DRI 75 (E SR VL . Bl 2 TN [377) R L0V (i
(AR BRI AL 55 R 6G BENIIE RA IS5 2k, DAR/IMUHEBAER , [ (5 2 40 ol .
DA S ALk 2 G 5 o RGBT S S RIS AR K2 BN [363, 378, 379, 380] Hir T
AL > WA, i CNN., RNN J HAS AL AR S P A s (73 SRR A A 265 AT BA 381,
KB Z BRI Noups | 382 FUHFETUAMSE F 25 AU AT T4 0080 3 R TT k22 A [383]
ol E RIS RIER | | PERREEA T PR KPL AU S R HSUT L SR

. a~, B ERER. HER « Transformer Y5k Bi%: Google il OpenAl Z£[A [365, 384, 385] £T H =

W\ 50 g imhaity | AAAT JIHUBIZEE T RHBEBIN AR s ALRURIG S K22 S5 A [386, 387) i i%242

¥2) | s R AR g | ICML IS KB I A, S 5 A RS BT 3 Microsoft 1B HL 45 A1
THEAHEZS E], 5T | SIGCOMM | BA [388, 389] K HAf R 2 1E iz 4k, #7E Cloud/Ops Copilot il H ko ik ;
WL . REEL | pps « Fl#h&:m4% 55 Graph Transformers: DeepMind %[ FA [390, 391, 392] 2 H4
5 B A AT 45 R 4 BN DA 2 AR 245 5 AR 22 ST (393, 394, 395] 5
W AL, ofE HI|A IR A A S OB AT, RS ZWT AT F T A 2 1
5L 7 IR 1R 40 R BA [396, 397] XU 45 VA R R R T AR P, S BAL b MR IR S 6,
15 4 RS ST E R S5 R
S L B SRR A o AEZUSR SRR, FE FURRAE KsS VEURTAIE . S ve A s
wikEEE D | SR P LI (398, 399], P BRLE S 4 (T
TSIl 2 B R oL J5, TS FIR IR [400, 401];

s | AHRBRIERGE, EaE | NS g b 315 NVIDIA FIBAERERE R . SO AR 2 LA R

sy | RRBOEEI R AA | IOR 5 T TR s R R SRR A (L [366, 402], X RG T I
FEA, 7€ “RAIRA 76| CoLT SEARASHEATZIE (403, 404];
PR T | o avas |- TOEHEMESISEE: 0. Google SFHBATE 2 4EVEURHT 6.5 il VA5 o 6 TR
WO AR | 1RSI B [360, 405, 406, 407], FUTI IR HEFIZ AL BRIEG BR324 RGUIRES s
1, R, B YU o LT BRGSO T A B TR GRS A, e B
5400 5 0 G —AE K ) A, TEVEUA LT P2 SO BB, IR I B e 5 . R
PRt R A RE AT PRI, B T RIS MR RE AR [408, 409, 410, 411].

3.2.1 @ RALTEE K I H

BT RACLIRIRAT X H b B T B PRI BOR SRR R &R, ) 2T Z M &G0k
MDA EN . AR5 URIE . ISR BETE . Wik R Bl s TSN I 45 BRI S A R
LR R T RN S S LA B 7 SRR AL BB S AN R 4E MBI R T A ML . MEZTN, B
LA ORI SOE RSB B R, AR AR AL BIE Ry 58 . R BRI A h =28 IS
AN, Fife (SR AR ) VAR JaC S oo Uk (ST 0dk ek, p
THEOUASE) . FERDUL S EE AT, FIHEREFIHES 4 & 55 7 R e S 2 B I AL el [412]
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— SO A B S (R AR AR . B d ISR ) TEZ TSR] Y S ROR g, X 26 h) A
HA W 25 5 B BON W B [413, 414] SRTT, SEZ PRI N RA G UL (A0FES5REE. Y
MR YHRILHE . MR AHRASE) BT NP-hard, JLA 7ok A SRR S M AR K [415]. It
RIFREH O7 5 AR RS IR A BB S, liad 2y SR F . FP I A5 05 2ORME, (BAERIR O
T SRAFIRA]BE P AL ARG K [416]. TERMBLR MRS, RGOR T FIRAEEME DA 2SS 1
BOR, ULl REOR NS . M. BRI DCRCE LSS iR As nI AT A R e U (4171 FERZ il
R, A B R BOM A AR R bk WIRER O &R U AR A ME— 1k, TR W] DA SRS T I L
TR 2 MRIA R ROK R (36110 TARZAEAR AL FEIN T BEAAAE SRl i AR, Tl ARt L4507
EEALCM L E S TAL B TE X [418]. SR AL EE (s, BLRK) e 4 =it
PR AL T RIGA R TR [419, 420]. XEI0R K XBIAE I EY AR P2 RN, REREAES 3T
B R, Tz T 2. BRAEENTARREN LR, A% a0
S

fEZWR S M RGN, BHMATES RERMEHFERS RS, S RPTIATA. E5 %
55 P8 etk TR O DU B . 8 b O R A B il Z 4R (TH. At Al
Y. NTE. BERE) . BRI (£)2 Clos/Fat-Tree/BCube/ Y e Bk ) DA K HAT HEHH 52 2 AT 55 1
(DAG TAEUR . SiRF5 VR EE) FN [421], HazsfT HARE R Rk mc R mE R/ Me . RERiik.
FEEPERUESE 2 HARKUET . 1255 0L RIR REAEAE WA ) H AR R B S A0 F T 4 i T A mI i LR
A PSRRI R B SR U, 5 BIE R AT T . BT R AL = MR A RO, HF BR
BB M ARG H Z4EHE . RN 555 K45 .

3.2.11 KL SA A IRERE

PHRAE S A RALSEIR) 2 B T 2 VSRS RGO R AR S5 e . BEDoM G, W vh s B
AR, X VR I SR A B B SRS 2R 2R A% o Sl % B T P 454 ML
BRACERE . R TRESET I, AEOUALIZEPERE . 3 i B UUR I 3 L S B DA B 4 45 05 i A H4E A T B
B S A A AT 2T S M RS BATZ I, BRI . SRR IC . B e e S
WA EY 5. BN B B B R SRR, FEMZRFMOT . IR A T AR
ARARTHAEERE . SEIRA ARG RISy BEE INBIRIEATTACS RO AR, AT YIZRANHERE 2 5
T 185 S50 P O R A1 R R T3 A RIS MBS ) e e 8 K (A4 A TR JRE S e S5 20 ] 2
SOMARES, X% GE . S S | A Sl A AR R K. AR SN, BT
SRR MR EPETOR DGR, O R R AL AL 28 BERE S5 IR B IR R DR TR A
Bl b DR BT, M ERE A ERCR . W SOR R . O SRAE T A
[)E (E AR A BEBR DR SRR 01, PR R S B A B RIR SR, AT S BT 28 5 il 98
FIH o XI5 ¥ETE T Fat-Tree. Dragonfly SFfGEH4 b ST B K FpL 2%, S 25— F b A] BE 7 A
i [422, 423]. SEAHEMF R i S BERAE , Wi PO AL B DABO IR EESR | et Wl ey
WEHTS (370, 368] . HE—H, LEEUACTAELITIA, AT REARTIIBL NSRRI RCR [369]. 75
JUE Mg, Google B4 RGUIFES K L i TAEM GO AR 2 Ry MR AL et i o 2 e ALl
5k E AL I GRS AL, FE IR BB 100% (R AT, (R T Mk e K WAN
PHEE R TRE AT [371]. SRR ARAE AR, ISR, PR 5 RIEIRESE, T TR s i
PR, AT T 0 25 BRI B AIRAE R [424] . FE [ BT, A HUE AT Top-K AR R,
WHFAERS UMERY SRS, I T R RPN E I F PR [372, 425]. TR R
PR AT e, S SO 5 AR A B R [426]; B AT M R R AR A R [427], BERK T
I [428] Rk X A AFRIE [429], IS IZRML Py REE IR R, et BRAGRI Y B 04 5036

B B ST A ER R B T ROR R BE R AW AL, fe Pl SEBORMBIEAE AR PR B AR . 2 KR
SRR BB 2 R BRYE . fEJ P PSR TEK, iR [430] figs il Ml 2o A Vi L 2 0]
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MR R TG &R, INITFEBCR R L S L 5 IR . B O (L REAS T PR A A R e 2719 it
VR BRI, 3 T DASE RS HE R AR LSS 5 AR — e R R 4 I . B P Sk e P R
AR BORBESCRIY W TT o BN, BRSO EA 0 FE T BA [431] a5 1l ) 23 ra 8 B2 S
TH T mTAERIRR, 456 REFH G DI SHEY Dijkstra 535, WA AL AT [E) AN fE
¥, MESh T o BRI NP A AT RSB AR . Rk, R SRR BN B EAE R TR R
HBE S U T RSB . WFS i SC B W AR R L GE A E b m R o R e S, Bl
BB Ry FE, FMSZOEE, AR A SRR KD 1, i AE R
LML Ah AT TR SE R V. AR5, dE— 2 A B EERM Sn ML . TR . SR
PR B, SR, D EeFM AR SRR, R TR 7R R IA R ) A
R ERIET . [R5 Y HIFERRAS AL . T R S5 S B O i, e th ARkl Ty 1)
PASHE Sl B AR = TP AR G TV B ) 2

HARATE T IR 5. IR A G IFEF LR FoRAFESS 2 il BEIRACEL ' Sk S il .
WA B GRA) BEORR . 1 E RS S HEBARAL . 27535 9 45T 55 18 3 5 DASR HIe B 1 43T DA
RAER . $ETHA RN H AR, HERR AN 0-1 1 G R RO DR A [432]0 Horr, IRGHEAON
R Lt AR S R B 2 A A5, ATORIE R AT AL B B A e . TERE ML A SRR . AR5
RS TARRA AR R, PR R EO BB s ARl G A, il B A R AR B OO
TRVERE STESEVEIR I, DA 2 QoS/SLA 85K . & B it E S, 590 BulEr 51y
RIEFNE TG ERIA . IR A S-S TR, DAPTIER . a7 55 B5 XA, i,
¢ [433] SRR A BEORR I %, AT B R EE . BRHFIGE S GUR RGsfrat:, DR (R o)
A O A L AR SRR A1 SN GRIR B CE SEIRA T R L REIRHAG 5 AR £ U, I
BRI GREERE . B0, AT BAANE GPU B i1 s A S B L, RF IR BB IR A B B
PAREARAH B AT il Al AR AR [434]0 RS EURIN ARG AN G, R BETE A PR AR AE R Lk e 7]
HISE I SR AR TR A R RO RIHE R NS AL b A . RSB R e, DA ] IR 2 A Lk s 1]
SLO SRS HAR [373]. MW LIELRBTIRI BRSSO R IU N Ko, ENT6E
PR PRGARE , HARCP AT GEIR . IUIRIERERE AR, BRfR 5 R GE P A B IR e L -

3.2.1.2 itk ditk

BARAL DG L RGN T e . AR SURRE . AE55 MR TR ESYUR I . 1E 2B 5% RS
t, R SRR IR A AR S ARA R ERES AR, SR iR RENS s ROR AT ST BT
HER . IR A T 5 2R BARI R Etl, IS B BRAEIE 5 N SR REOR T2 R iR i, &
FHTF R ARG PR TE -5 W 2 i T A . DA ) PR 4 JRy e T PRAIE Y, 22 4E SRR I 5 5 2 237
SOUNER, WHT oS R IR e e TAR SR BE A, IS R 7 AT AR 5 4
BRER R RO A A S AR DU TR, 3T P RA SR BRI L [374) . FriF vU B T oy
Be A BA U G/D/1 HEBASEA 220 i T4 0227011, R385 DIk SLA L LA -5 T3 OB LA DA, AL
T HAT AT S L B g [435]. TERSBI ST, AR 55 EIEE R A L5 TR G AR E B RO P ) 5K
fifte B, ALTTHE AL R P AR SR 2R LA, FFad i Gibbs SRAEHMA L 55 H1 25 BEE ML
PATRTH R GEAL BRE S35 SRR TR [375]. AEMSS ST BCT IR, 2310 sCR A~ rh ity SE R i it
LA AL A 5 MO R AT SE4iii, DA/ IMEB H IR 18] [436] . 7E WAN S8 P ORy i TR
H SRR S )T TR S L SIS kAR, AR SR T R 2E S R
Tt BEE = RO ARMESETE, . BhAS . AR R RBIE DA sl A2 G 07 YRAEA IR IR PSR A, R S
JofE R (Ut LR A KT RELAL) CRENLAIRZRAE Ty, AN SCIRRE . i i
Z H RG> o e fHms TR A
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3.2.1.3 ARG IKEEARL

R ARG IE R REGE N TRALEE . S HRATSh&NE . AEZet: 5 2 SRR aER (AL, HH T
LA AR5 WL S BT fick St XL PRl R . BEALYSh SR RE S PIL A R K
P2 AR, R s A R GURE R DA AR SO B 35 5t . AR TAR SRR By T, BFSCiR il 4 e &S
RSB K ATk, IR S5 HOBUR S BURR UNURCE,,  DASRTH S BB S5 IR AR A [437] AfRTRAE
55 WP XECAGRIIE . B Lk HIWR BB S T, 75— 2R E 45 Ot B e JU IR T -5 ek, R 55 4R
NIAS TR S HE P -0 il 2 A DU REAUAIL - [R] SA) FHN CR AE RE JUIAIL 18] 1A% 00 2 PASK T4l [438]. A
LS5 VRIEET5 i, SHiriaE P BT e AT A R RIS AN fie /ML B AR A AR, I B B A B v
I 2 e i STTS S5k, KRt ik, BILR KSR THEIUILEE &, SCBLE DRI RE IR A IR 4T 55
AR [376]0 e AT PR b, RGUEH BT IR Eah P IR, Hl i 455 58 it
)T -5 A SRR AR S5 R, DAS/ MUEHERIAE IR FF PRAUE R G T 5E M [377]. 4R THERRfRnL &, W)
il i )5 R AT S SRR RN, RASR R SR SR P AR BE T4 [439]. AEBTIRIT BT 1T, 5%
DIEFE YN T RGO M Z B THER , FREE R B A R Z M 2 AT [440] BEAL, B3
W e e G A AL BB S GPU SRR A, PRl 500 M HERBAT 55 70 e GPU, PASR A/ M
AT P Al . [441].

WA, s ST AR AT Bk TREE . TSR, S HARR S Y
WARAEIE I E S, e A R sl e R, HHRRER = MARAEH S AR, =S
L55 LM, A RGBTIRE . MR ST 55 RS R eA TRk AR, BEE ATSRBEMEBIN K. =K
RGNS, ZH PRSI SIS, B s B UL RIA Rl T i e SEm A
Z AV Al R AU OR AR . L, AOREBHEZRET “RIAEE S TE + 07K K
SR ESRIAESY, I ARG . O A ORAE . TR BRI RALE], LB — s MRS
FERAE . 5 DT AR PR R AL, I RE— (AL EE AN BE

3.2.2  HPEEN R ILR

URBE2A IV URB R — AN TR RE S A WA ) RS %, IER TR TR R AL G B
PR BRI, R AR RS ) R S AR A [ GO0 B B R (A AR it [442] EX — bR,
AR 2077h gt ol R 5k = 7N B by 221 ININ 45 e o B~ S i 2 A S N 6 17 Z 0SB CSSt ) 25 W W N
HHERPIREARM AR — I SRR TR m A, BA Mk Es I AR 22 1 2% [363] SRR 22
W24 [378], 1ZHHEIE A A Transformer 5 RIE S [365, 384, 385] ARG — I Fr A8 5 1 SR AE
285 5 — 7 T T e AR R G5 A R, TR T DA R 22 45 )2 Graph Transformers [443, 444] SHHZ0oH)
BORBRLL, SEBN RGN M SRR R ARG — R X PIRSORTE R e oA, i B
fR- S EE A RZ TR R g Eokb , LRI 57 # AT for Cloud [ 58 IR IE 24 Irikih &, Mt =154
MCSTADBLINT SEE CATERAR. WTERELL RTENR” AR RERTI B BE IR LA A SR

3.2.2.1 i TRk 51 i SO 4

K T ok AB e SR ¥ 2105k, i AT for Cloud Ryt 1 #IMR A S b0 Bl e )y, & seal
PO 2 BRI A (445, 446]0 (1) JRAEBRLUERL: CNN @ I T BAT R AR Kk 5 PR A AL
W, R 2 AE R S R R Y SRR B R AR O T Y
Ho L RSB P R A S 22 FE AR B S AR DN SR AT 55 Th S B B SR AL SRR [447, 448, 449], WA B S
WS FUE AR LR 2 R R AL . (2) KFFIT - RNN J HAS AR AL IZ M 4% (Long Short-Term Memory,
LSTM) 5[ J#ZEER#IC (Gated Recurrent Unit, GRU) [379, 380] 48K %1 ] 25 PR H AR AT, 4
JTZ AT AR . 248 B KPLRG NS H S8 3 WA &5 3557 (381, 382, 383], SCHMEY 44
RS BT UR T B DA, AN 22/ NP RO EARTH = R G BN A BERE . (3) BBy Fr S ik :
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biE =~ RS E IR K, (445 CNN Al RNN 72N XS AL0E . 45 1 2 R -5 2 T S5 A 5
RTINS, EWE I FERRE A IR (4501, XFHnl A5 (A JE BRI BR R e 7 75 2 ] P ALk PR P [
JE [451]. Z R EN [386] 5215t XA [452] MAL55 o, BRBUFEARARORR & N TARHIE S U 72,
XN EEEE TR P Transformer 234 [z HAE 737 5 rp ) 4 A AL 3 R AL 1t zh 7

UL Transformer Jyi% 0oy S5 10 B ARG S BRI R , #Eid) AT for Cloud {1 Ky 41 4
B SUZUSRWIA RS FSeB 7N <nr g 2 <ol o, w347 MRk (365, 453], (1)
K79 s FERUE I R, F T BRI Y Transformer BERETESE—HESE ALK I [A]
W, 2N s A [386], WA ] 5 e bn R (i AR, & N TSR O
T A SRy VA e RE R A AR AT 55 (387, 454], IS ERME R IR anHHE LRSI SE i e g . (2)
TSR] - AT L E YRR, DA Transformer S 2R RIE S HAHZ4E TR, FF SESHA
ARSI SO IR A G 18 XS], SRR IR . T HIAM S 28 66t A, AL Cloud Copilot Al
Ops Copilot Z&E4E ) T [388, 389]. iz \ bt alilid HAAMEF AR SIAHER, BRESEAH IIf#
Mr. MrEAEia) . 18 A APT sl BERHSERGE R ACAS TR, 2B BLH 48 nT RO IS 5 AT 8 (455, 456], AIMIEE
CHREE AT ALEY Z AR (3) GSMNEIRIRER M B R R A E IR MK, — RSB
FFAAAE Transformer AESR A R 305 | ALEHIME 8., 910 03 o 1942 R ek s o I A8 A 1 Y 2 0 i (457, %
MR 55 B ST GO B, BORM BT RS + HMLIE” M2 LA E A [458], AMTELREF
K7 H AASLRE 7 1) [ BB KT I 4 55 4] 5 00058 ¢ 2R ) ZEDRG E o X R E5 R B 5 Transformer 24 J5 4% GNNs
M GTs TE =35 PN RGN I 2458 TR SRIE R, ITPER eIl BSIiA 5 £ B ARk AT:
55 R I AL TR G0 T A BB PEREVE )

3.2.2.2 g ERR B A P 5 14

Wi 1 Z5 RGP M AR Tk A B 5 M Bl , GNNs & GTs il b SN Bsdn Hh e R S8Rz, b
Al for Cloud $#2fl 7\ )i i Al i “HREFNASG 2RI WOLH K [443, 457]. (1) #h
PSR FEGE— B B RS M S5 O T, B M BRI AR AR5 A 1 TCERAL
RS REE . BRI RRLA 1 R R . AR B RIE R XGRS, v AR RIS [391].
GNNs 3 i i S AZ L E AR AR EE B, HITRAR S “m ik 2 2R 5 RS msh” i
TR IR [390]. #F TaaS 2, GNNs 4 i T REHIM 4 A [393]. MIZSHLE LR [459] 5% HAC [394],
WSS AnAbeE S AT, KA 2RI DR R0 SR s 7E PaaS 12, THIM IS5 ok
S5 R SEAL ) PRI BB G — A I 45 el 55 A R R R [397], W T E 8846 45 [395]. RS54 B A4
SRR AR E AL [396], WERIIRXTE Z2VH HARMOTRBERE Sy . (2) WPASHOIZImE - S )i R AR 2y
FFh e AR 5 B AW, GTs [392] R2 -k HYER 15| ABISEH, LR B RS G 88 1 [F i gk
SRR AT S 2 REB A . e i Omsh . B e TR ek R A R 5%
Wb, S5 60 R gnfid it 23 GTs BEAS[R] 2 RAEIRFMNE I 5 T2 [460], 4tk . JyRedsiil [387]
5Z BT G — P sRiial . b5 AZ5i2E>] [461] SXFL2E2) [462] J5, MBI RTFE L II%k
A e B By P PR T HEWT IR B M, PR THE e S e e R B

TEREIERN I, PRSI a2 Tl R i SUEBIA S, W@ Rt SE
HEPRGE JI1 22 RGN e B Bt 1B S g B A% (463, 464] . T ] | ELfili 855 GFM (Graph Foundation Models)
(463, 464] 5 I BETR AR [465] (AFFLRI, @AM EIEE kT B WEwINS, IF 5304, Kk
SRR TR AN FF [466], W DAYESE —HE S [R] I A 454 155 S8 518 SRR, RS ST i 5 BREAR I
PRPLALELRY [467]. FE Al for Cloud M5t , X—J7 {5 “Fheb—Fabn—HE—SCARHIE” W] DABRG 2]
Gi—MFoRA ) —J7H, EgmiERsl GTs I F BRI A B F T 3¢, st F1EE 80
Wi 5748 Ty i RENS BN FE RS R S IS 95 ST, OB S AL A S A R S TR A RE
J7, IRENEIBELSE AN AERE . AT AR RIS R . A S ST RE = RGBT IR AR
REAATEZ, AER R n IR S iz Ak . IR, W RGN TR R AR A2
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3.2.3  BifbE ) B dL

SRAL S ] R B BB SRR A, TR AR R T Sl 5 52 > SR o SRR i B2~ vk
FETELEARRA. SIS e A T3, IR B RAG I )T, 3 A 0 PR e - 42 il 1) A ik
Pt simAbay >) AT DA 75 AR BB S ) — R DS AR, 07 i AR AE R ) 52 R P, B
F LR 0] Fepe s i MDPs (Markov Decision Processes) FaRALE > . R MRS DA R TR A9 53 4k
2#>] MBRL (Model-Based Reinforcement Learning ). i [ ixX 465 WLATRFFE S0, 258 ABMARGRIb:> . B4
siAk ] ARl eE > 0T BT R MAE O K R B A TN A . RS M RG T, 3
P ) KRG ENES . % MELMEH B 4E SR 5t AT BT WS I ik, s i
SAE B M SR P Y AR BT B IR AT AR Iy A R AL, ATDATEAR S84 T e AR GEL il i i
P BT R, TEARFR AR S E AW N RO B A I . FE TR, 5
e ST R W E AR . LA, WRIEDA N S IZ A R RS Rk . T
JE R FE BRI, 2R > BOREE A R i 5

3.2.3.1 (RS EIEHTIL

TELRULHR 1 2 W e BLIIASE A BRAEY: ST 0ty — SO RNTT B PR X, 3BT 2 floity o
el SRR B . R S AR R AL MZE, STl AT o 5 B A
e, WAREI IR, AR BRI R (BT Iia% (400, 401). 4 LI B R0 12
AR EERS , HRRIRERR— FUR AU B 5 S S U B RO, 5 T G SR 29
RYRTREE G . AEZI NG, BRI EET S4BT Kubernetes IRTAIE . 1%
VRLVERAEL. A IRAEL . 5G WS R R B EIAT 45 1 398, 399, 468, 4691, ALBFSL
B LR, SRRIENSTERS SE R MBI SRR, EREEL T I, (1) Sk
SRR IR : A R RERELRI L L. AEIATHIE B Ve i TS, WiE £ ¥
TS 2P (470, 471, 472, (2) BIEHMITHL S AL IRl BIAE MRS BTE R
SR TR M 0N, T BRI A IR (TR 454 (473, 474]. (3) TP
HUBLAE IR G5 (0 TS TR TE SRRl . S S IOME R, il AR 5
RSB S 5 P e (475, 476).

3.2.3.2 ik SRk

LW AL 2] ML T Rl R SO R AT/, SN T 2B P AR BB AL S R 50
BB F 5. MDPs RAURXPRAS W] ShERS) . ARASFE AR AR S 22 il bR B0X DU AR A T A,
BRERR R s eI 1, s KR [366, 402]. TEmM ARG, ARV DAZIHE R 58 778
PR BAAHKREE . PSSR TG SRR 255, VRN R EE . B0 B ok . Bt fb 27>
ByER DURE HEBR BT (Value-based Methods) FlIFms AR 15 (Policy-based Methods) W2, {A
BRBOT ERGTE IR E R BE S B R, 7R (H R A S R . ZEBIBUR B A2 B35t A
SRR WP 2202721 LA S Q-learning . SARSA 45, jX 45 JAAEIR A2 [/ Nl n] PATEA T R
IO HAT BT B S AT R, R R R R S BRI B B . SR T vk
BT HRNE R SEGHEA T, Gl A THRR B R SR, ISR AU HE REINFORCE 4. Actor-Critic
FERHE RS (Critic) S53RMEHEHAY (Actor) 456, I Critic SRAL M IHAhTHRAD T2, femife
AR, R R EE b2 S BRI R Y . R 48 s Ak 2 ) B W BE BE A LU R B SR 2%
AHRTRAR . 7E 25 937 5% rfy B s S8 B33 6 ST NG i SR AR n] 4%, i AR A S R AUBA BR . T
AR D) T RGPS . FEEAE T ORBREEHL. RS A . B O RY I A S
H, XS MR SRAE ] VAR B T TTIZ I [403, 477, 478, 404, 479, 480]. (HFEE 2 M RGUIRSLEE
M55 R IR £ ¢ RO PLR BZ K, BALTAR R FA% 20 B 2 30T B ) 28l RL Ty 6 ME A4 T %0 10 A2 < B35, 3
W2 VR SR Al 2 ST FE 2 ) Sl R 4R i EE 225 A
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3.2.3.3 WAL E>]

TRIEDALE SPRE DR P P 4% 5 LA SR STHERh, TRl iR & ] PO ph . SR ph %
S PREIRON, GROSACARPEG . BhEAN S . WAERHES RGO, B FEIUGRS R RERILE ST AR
M55 DON, DDPG, A3C/A2C., PPO % [360, 405, 406, 407]. FE = THA TR T, 7T RAKF £ 4t
GERF TS5 VMl R 32 ) R AR Ay iR A ST DRI, R ) 452 > e 4 9 RR A BA SRS T g R
Sem, AR AR CLREAE 45 VR B/ TAE R BE 0I5 i 75 S Ic B0 AK [481, 482]. FEM4% 535 R HI
AT DA FH A o0 22 ) 248 RN 4 RS, B AR . AR 2l . AR e A T 4507 S ol i
] AR, AR BT AL G N K e A UL B R SR [483, 484, 485, 486]. TRBEIRIbL~4 T TE M
RGBT E B (1) SRR S0k R Z AR 2 A4 . A28l
ORGSR RS, AECRUE RS E IR R S A R Ak [487, 488 (2) FREARCRS@et: A
P 2 MRS B AT R AR A oo FLAFAE e 4 AU, R R A 0 BB . B i 5 e ARl
THRERAL S S, RIS R R, (3) PR S s get:: IR RLSRIg S A 1IE
YR, MR A R, PR AR S AR A R AL, (S 2 A B PEAR 5 R (4891,

3.2.3.4 JEFEONRSRALE 2]

HeT BRI s AL 2] 22 W X BB ST PR B, A VHIR AR MR ek B . AEREFTULSR Z i, 3
PR 2 RN 27 2] SIRPAR RS LS R ISR AT SOOI, I i (A PR FE 9 88 AR AS T S B S AT
ABCRAE 2 RSl . fER RN RG T, B HAAEE S SRS . B, EH
SR L R U TR EE AR R SR, R RE T2k SLA s Y sURMUBIERE ISl FEIz S 1 I 2% il
BUHTIE RN, T REH ORI I P R R e o FERX AP ST, MBRL T RARI I J S H 75 sl B by e
AGUERL, WAL SR SR e T 05 RS IPAl, RS SAHER SR PESE &, il Bz + AL +
RL” {07 ST 2 U 280, B KRR . T4k, CABFRSEE0R A S HoR 5 MBRL 45
A, T MEERHR SR PRI IC . 25 MR I AL 55 STk, [408, 409, 410, 411]. AHETTC
BB AL >) , MBRLTE 2 M-F-55 A B AT AL TR AR RO B, (Bl T HAEREA R . TRt 2 4
PEERRELEIL S, OSSO AR z W BB B S 4 i — AN ST 1

3.3 #Hhim\: Al Agent 5 Agentic Al

AT Agent MEGITE BT 28 T N LR BERY
KR, HTAREL AT % 1956 4R A4
FW AW N T RGBT, EIPLEE N | Clendar() |
AE0S A ERBE RIS SO SR B AT 3 [491]. Calcuator( |
b, M N TR ESF SR, $L | Codelnterpreter()
R 5 00 R BB (R HEAT T IR R AL,
T MDA S — AT L 1 2 A 2
[3a4]. AEL—PrEL, Al Agent ZHOBINBAN g 55 grpocis e 1 SR REIRY (490)
(E 5 AR SRS HE R B, TR T 324
SRR ORRAR . A SR . AT, 545 AL Agent HORE 2B SIUHAM L H—, HIE
PRECT R TR G TR o, M2 TR S SIS RE: 1, RSBEsE
SeE 5 ENAE S, MEDAZETFRCI B RS R AT . BRI G, SRALE S SRS
HEBh T HRsE I ELE R, (RS TR 5 1 TR 5 it

2023 4FJ5, “Agentic Al AEATFHATESAR 57 LR LR G ATE. OpenAl K AfKITATEE K 3¢
Agenticness & Xk “ RGAEAT FRLIEE T 42 2R FRod S M S BT 2 B ARAORE 17, FE486 L0 LS T
PR B RRE 2R FRBERR L B R S ST T, TR RGAT R MCERAR [492]. iR, 2

IR 1 Agent [ Er]
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JGRAE 2024 452 “ Agentic workflow” HEZE, SRR AL . AT SUESIRACHGE, (A TR GEMBE)
PO AR ) B A Rr g H B BT RS, R RS T S A B HESK [493]. WL AESE
S T Agentic AT AHRIAUE IR ISR, RSttt 74— MR 1ia = Sl .

FEMAT SR, KBTI PRt T S8 Agentic AT [ CHERE /1 0%, OpenAl REG4EH 45 T &
TREFHAR A R BEANELE [490] (JLIE 3.2), KFEREIRRE G CIZ. MR, Fr8h5 OB A
DB, IR AR SRS fak O SRR AT, (R RE IR BB A TO /R BRI 4R
RO RAT S . T RN S ARt RE207ik (W ReAct[494] 5 Generative Agents[495]) $i
PTG SRR, HHSCN 24 AT LLM Agent HFEI SR MRS .

SR, RE7 9 Rt P BEAH MG BB A . AT BFFE A [492], B3 RSEMY) Agenticness HY5i , XU HL I
H A SRR i A R L ()RR SA T B T RES | R RGN, Hrb sl Fi 2R, @i sTEH
JEAIHEA LA S S EZAT” Pty R (B A7 (RS 25 W [496] . FFRFX— a5, Shavit 5 A$2tH T T 7] Agentic
AT IR BISCERAESE, SRIRTE R GE A I NG IAATE SR 205 . arsi v L] wl Il EE ) S5 3¢EIE
BRAFEOR, DA PRIER R GAE R & 5 H EVER RIS ORFF T 5 224 5T M SEiiad et [492].

BRI, AL Agent 1IE M BEHPIAL S5 SR 4% H 3 SFEL, RIS, ATRHKIEEE T
IR AMEFETF LI - 55— 5 SR A LLM 5 Agent iRk &, MATAS (2 3L, A2l ALkl S5 173h
PATERORESD s 5 i he 2RSS R S FREN , Bl A, SZH Agent SEFIRAATSS 5 26
ZFEBAEI A R, AR R B S T AR Ty ], [l Il A R A B AR B ) A AR T
B . X 45, AT ETEME M ISR . BORRE T B AR A A S BN FIESE .

3.3.1 LLM % Agent

LLM Agent Jg ARIH S HAUCNZG . BERSE I B 2% S A FER B s ARMESF IR TR IETAT
S EIG R REMA . A ELARSE Agent, BFEANRIRI. L)) 5 A ESCHUCPRERE , i e
TERMHARCIZALHI A ZE AT EGE BB RT3 i AR, SR &AL, LLM
Agent JER T AEE . VMES AR T RICHES . MR Z R IR (e L. ICIZE B AT 55 A 51T
AT BRI E T PO SRAXSE AL EAZmmd A e . I
HMERAIR BB Wb TH R A M S & . [, TRAESSHE AR R . BF I 5V
BARSFREN Y, PR R MAMGE AL S5 . ATk 532 Agent MM TRIfT & R G i 5E1E 5B BB
HHEXLERE TS, LLM Agent RSO TP . AlbE . ATEALE AE R GERY BSR4

3.3.1.1 Agent Wit )ik

LLM Agent [pfgsdt th f e 3C. ol BLRIGE ) ST s AT A BB AR, X — 1A RUUE
TR LA T B AR S TR o (1) f (s S WL BEIRR) B ST SR . BT AR 5t
AT ALAPI ARy s S @ [497, 506, 518] il N TR & E B4 5N, i Agent 75 LV AE55
HORRF— 2L AR T R, S TR NS TSR R P AR RS SR
(495, 498] M B A AN BRI A S 15, N STRpE AT L, B ST st i B &
REAT R (2) ACAZHLH]: S Agent KIUE S HAT SRR AL TEAGIIEZ)T, iCIZPLHNLL Agent A
ISR UALSS . RABERSHRBRIAE S, 2 “N—REEXHE" 5B “FREATsl” B, iciZhlsl—
REAE =28, JEIICIZ (494, 518] M FERpX il B R SCHYBRAE , 2RI HERRAY LA KIEAZ [519, 503]
P e S RIMEEArE, (F Agent REFS TS5 AN AR IGIRICAZ [520, 521] W REMR SR AL AT s
PREAISMRARRYE, RAMERUE A S AR E . (3) BIRIBES . SRS REIA CBEARALSS . SR E AR,
W PEHEE” o AEf 0 SICIZAYEERE b, MBI TSR BeA oy “RI AT 087, i Agent 4T BlHH
FrdEsLIET AR . BEACHERE [522] ANESHAAL LR [523] 1 T REAL 55 70 WS [524, 502] A%
PR AT R . AKEZ Agent SUBHIIEAHLR] [494, 503] WIE— 4R T T SRMEALILBE S . (4) 173h



33. & HE/\: AIAGENT X5 AGENTIC Al 61

% 3.2: Agent Ji{AMR R BRI G ERIET AR

| RIS | 2R | BFSE T BT AR T1:
LLM Agent ff) 7 52 « ffasiE s KAUST B [497) §11 CAMEL, bAA TR S5 U 5

frasE ez hUE] L g | NewTPS g i RN [498] £ 1 HPD A0 A HANRLEE A 575 S SLTBh A M e
K8 S 54T ATFIA | ACL | G4ChL: ETH 1B\ [499] $24 Graph of Thoughts, JiIT4EPmil T SCh4E
BOLBIHURIF, Jui ik | EMNLP | JCHZ; HeBHAIBA [500] 321 COMEDY, DAZEHILIEATEREHEAE S 20, S0l
A R B | AAAT KHHCAZ; dRHEEFIBA [501] $2 1 DeepRAG, il AMIBAIR PEAR R0 _F T 3,

Agent | “FFZATEN” WERATH | 10LR SEPUG B AGTRITIZ .

e |BERSEFPATARE | naacL |- MURIEEJS: KAIST BN [502] $ii ReAcTree, DAMTS5 /M RIFAI7S H AR o]
i SCHIERY A | o PATAEE; Princeton K2 BA [503] $2 ) Reflexion, FT315i/ A%/Z Agent J
PP AT Wk, TACL BT ACRL 5 A PR
Agent BETER ZRIA IR H AR « ATEIPAT: WEEHAIBA [504] $2 5 TIP, TH R F AT, RS APT 45 THIH
FESE AT S Hs EHR2ERIBA [505] $2 i Toolink, 3¢ H 24 WU A/ s £y THAE

Agent MENLIIERBE | Neurdps | #*P AW DeepWisdom FIBA [506] $ii MetaGPT, DA Juf% s TAT. 55
AERML S S I A ACL PRARS 5 Rochester K2EHBA [507] 421 Coscientist, &Iy H Lo LA
Gih Ry R DL, A BEHRL RAESIHIETE

?;?;t s, ok 5IEAR E:IAI\EIP o ZapolMEEME: Yale K2EIBA [508] £ MedAgents, PAZ Agent -2 KT
SHULULLS, 0Tk FHESERET R T B
I Rgaees | TR | A RMME: HCBII [509] £ KnowAgent, 45 ARt L AL
BEMR AAMAS 1 Smb ST 5 B SRR M D

WALHLHIE LLM Agent| weurps |+ 1 E:diefb: CMU FIBA [510] #2t Self-Refine, DA /S i 45 HLHI5C 3L F Fealc
R E R ERE | Ao HEEHATOA [511] 424k ControlMath, LA E 51t 543 I SEME T K I AR i .

PCSERIREE G AL | o |+ SRREUIE: T CHIBL [512) Btk ProAgent, SN HHESAHIA AT

Agent | NG, SEEMI | | RO Sk

Wil | 1S AN R, M o SMEVEAMRENEAL : PN (513] SRH1 CRITIC, 1AM L AL 5 [ B2 4%
“AshEe it | CR SRS SRE SRR A HIBA [514] B SelfEvolve, {5 BBREEAE 5 THAFT
K MERE IR R, TMLR SE TR K IR E

TR EMEAES DT Neurtps |+ MWIIPEM: 54 HIBN [515] 4211 AgentBench, JyEHERL. KMkl THRMIH.
BRI L Agent ME,| Ao W B/ ERBE AT KA 55 AT BE g5 I SR UEAREAL PSS P bR AR &
A G B RE AR TE 4 B BYRIER LS B .

EMNLP
Agent | H, F&I. THE. FF ——_ FURPEM: WTIHARAIBA [516] $2iH MedAgentBench, THI[aE H AT ARSI
TR | BEHERE S RN AR R4 oML LANIIS e e N et 1 WA R R S o Sy RS TR L O

D&

R E RN, Bk o ZUEBEAKVEN: WTHIBA [517] $2H CrewAl JFIIELME, A7 RBEIAR S,
Agent J275 “u[ [, njfz.| TPAMI R v S s — ek s B 2 A . SRS T I s, (e
ATERT KRR ICRA BRI -

[d

W7 BRE R AR HIERESE AL ST o ATBPATRALIBE v ml, BERREIRN “2” SE1 “REML,
B TR R 2RS0T . THRA [525] (Python. API. %K. HH TH) {ff Agent
AEAL BB JCTR LB 5 MU AL 55 5 Web A [526] i Agent REXEFUSCEREEIAT iy 01 . JERAF IR S)
;s ZHESER BT [527] 229 REI YRI5 .

3.3.1.2 Agent LI

LLM Agent [\ EpEBLI 2 B REMATERERIESS . SIAAEE S 2 Mt RGP iR, RN ikE
Jii ZGehe Y emOCHE . Ml H 2 A O SR A =2, 2B A [ AT 55 4548
HHATFR. (1) EhAME: BaEhlses— o 5. U5 Hg %L, SRS IR
ff . O T SRR P, BROR ARG —EUE 5 T . MetaGPT [506] . Coscientist [507] 4% R 4tid it
Hls Agent SLEAAR, (2 Agent PIMETEHAE TAVRUK K S0 LR . X—HEUE GRgitetEss, m
AT . B H IS B . (2) RHOARME: OB ATHE S 0 s R . ZER L
PRTT, Agent Z [FPFEFAC, @ BHEEUA 6 FIAE AR . AutoGen [528], Multi-Agent
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Debate [529] SFHEALIH L £ Agent HFATRIE . WAL SAELEE, FETF X DR AR R . %
BOURRINE SR AR, 2S5 AT VB SRR AR AR 5. (3) IRGAMME: AL
AT S R AR R A REBAR R XA AR 50X aapLHsi &, BEBAEA T
F5 B B S AR P ES A4 . CAMEL [497], AFlow [530] SR HI 2 # 4 MATHA S SRR E P DyLAN [531] 2
RGN AV BEARRIAL S RS S S A BIREE M o IR AN - A “RIfErE” “ R 5 PR,
EEZHBAES . SIS 5 E AR 2]

3.3.1.3 Agent LHLHI

BALHLETE LLM Agent REAEKIWIESS P A RIEIL. BURLLIFIE WA B, Sl A HRAHER
RYREN 2. FAEE B . 2R R AL S AN RIS =R (1) B
P8 RS 2R AT B L Agent AUOBIN T HIRIATHFLEM 0t Self-Refine [510]. Self-
Verification [532] 5 Self-Rewarding [533] SEH/L i (315 RERBERS A K i . 2] A DRI R T BAALEA (AL 5
Mo X—HLHISEAL T Agent RURENE S KMIERI, Jefrg: FIARIEA . (2) ZRREAIIL: Eid P
X ARG RE ) o LR 2 RE IR 2 IR A S EL fe b R AR BE e T o HMESSL AL [512] sl a5 5
SE L G AR SR AR s XA (534, 529] il “TB ISR MR R GEEENE . XL %
ARG HE XS0 S5, Agent TR ARIRE PR . (3) SMRYTIRIKENE L : 5 D)
FIRE TE I HE S o MBI Agent JRIERFELY IV AE I 5 . KnowAgent [509]. CRITIC [513]
ST R AN . AT B S PSR R TSR AR RE Sy, AR T AR R S R A
AL 20 LLM Agent M “FSHERE” i) “RHIMR”, SEBIRT#FEE. HEMAEREIRR.

3.3.1.4 Agent HkH

THAEZREY JE LLM Agent fig J73 5RO HEE R BN, (Y ReMRRas RIS 50K, 58 IR
it PSSR RI . T AAS—H0h “Agent (/I TH” “Agent gl TH” 5 “WEEHMER" =
S (1) Agent fEH TR : N RAISRHLINTAE i 0. X — K T H ARSI Agent (91736
G RARIGEE ) SRS UETT SRR ), AR RE Iy R . KR T H (WebGPT [535]. GraphRAG [521])
N RERIRAL AN RN $ifT L E (Python Executor, Toolformer [536]) il Agent REFFATIEiTE 5
FEFFHAT: APT TH (RestGPT [537]) fEILABERVER MM S 5 0 RS0, X2 T HIL [ 8 Agent 55k
A B, (E “ABATEN. RBAGIA). ABIAATY. (2) Agent HBAIMETH: MR RRIKN B &N
SRR S5 IA TR, Agent AJRAAE BUBNN THRAMNE REGEHE JyH 1. CRAFRT [538],
Toolink [505] 45 &4l Agent #iH “THMIERES)”, RS H I EREL. BIAEATES € H TR, A
AV BRGSO XEEETIiL Agent Hag “HF PR, X EEAHLE ) THIEEE. (3)
Agent #E 5 TARER TH - H@W] 5. ATEEHIR Agent R4G5. THASME =2 R E TR Agent 77/
J AR AE T FF% . LangChain [539]. AutoGen [528]. Llamalndex [540]. Dify [541] 5 MCP [542] #i{it
5t B SRR, THMML, L5l 52 Agent IMEHESE, A9 g Agent BB A . X
ST AL S RRIART) 2 EA”, SRR BT 55 PATIH & 5B IS T .

3.3.1.5 Agent VFill{kH

VEIN A R T LLM Agent fEfEP. BERU. Phfi. PRBEERME S KIIATRRE AL MRS,
R RE AR A R s al M RO bRIE . I PEINAEZE F 2 I I TS 2
BREAPEIN =2, BN FEIM O Agent S HERRE A RGN &, (1) 38 HIITFI [515, 543, 544, 545]: M
it Agent 7EFLSAL S5 SIAGE PR EEREAE Sy o Gl PRI R BERROHMERL A L AR5 K. TR W
BUBRAE . PMECE S RWMT S ATRE TS, 2 HIMT Agent 2R AR “TTIATHIGE” motsifE. (2) G
PRI A5 Agent FE & 3SR T AT SRR S 2 At . ST I DT R MAAE R ELA T S Bl R
PSR R P I RE Sy, 2 PPl Agent 275 RERSAE R ZORGURF UL B- 1R BRI [516]. [ B 25 B
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[546]. Hiiley 5 TAE [547, 547] SEPFAESE, BE2Y7 . HSh B Bhsems . Edii o thiie Sy g
BRI XEATNSRIIER L 2otk . FIARREIE SRS A, (3) 2R REMITI: A SRR 2,
e — G ARE . SRR IFIA TR Agent FEMME . ARG, AT55 0l S IR h B,
MBS RE R A\ B 05 . TheAgentCompany' [548]. MLRB [549] 253k 22 ¢ % Agent H)
PERCR . nhIS b BE . A (O BAT S RGERRUE M. X LTI SO B AR BEATR BLRE 1, 217 ok HL B ARl i o A

h A

UK REAVERERY T 5, S HES) Agent [ ] {5

=PI [ 44 B LLM Agent MIRJZRE TS LLRE I B R GEMEMERE ISR BRAEZE, A
NI E SN 51w i pea i bl RN e A

3.3.2 ZEAYS HL Agent
ZHRESS5HY Agent FEIRFERMANL [ | smmser || AsEmsnEA ...
BRERTISh @R Z B, PSR 5 ot || s |
N . N HuggingGPT DDCoT || JARVIS-1 MPS DEPS
e 5 E A ek R KR EEN ST A2 CRAFT MLLM-Tool Discussiav
—[551], RATEMBAGR (H33). it [ FF o | wws | eesss ([ ues
S0 A= atVideo usicAgent Audio AutoDroid
KE BT BRI T3 WEE | = e el o
TEFF R, S, MAEIE SR, 3 | 2SN KSY Merovad
N T . N N et % OmAgent E——— ASSISTUI —
esp 2] SHT2E S ST BT A B e = =
N - STNISNY ESERSHE = —'l“\‘!"" = ;\x;
B AT AR [552, 553]. FE L REAE ST 7T, sommeve | B ol
MM-ReAct Tk e el ;\;,;} e
Agent fERSREOIIE . IS IRESFZWE T, Malan | BT

B AL IR AE ) LLMs 50055

e o 5% SRESIEI 50 (55

1 [554, 555] FEH SR BE T, Agent i HFa SR HAAFRE . SIES RIBHE R, NIMTEY B E
PG FPERIRNE [494]. ULAN, ZESES (TR BES5BEFTHWMA) WEAGHH, GHEE6kARGER
ERZ SR T3 W N SUE R [556]. BT AL S, AN SEASEA STa sl . B
BRI A H G RS 2] R, DA R R B s iz A ST e i =4, MRS SRS
Agent [HF5E NEHATN4 .

3.3.2.1 LRSI

2 BN S 1 A BDUI TR Tl BB RAE LR 5, CRFRLEE . i S A A S e T g
g Agent F MM LR . SRS Agent 3l F I HETE 5B 5 RS F B S LIS RS 5 B 20R
HX§5%, HERTETMEBR . SOR . 1552 A PR IO B IR T LR [557]. H B 1A
B-SCRXSTF . ERISHER A RS RIS S, (4T Agent REASTE BRI DL SR I 45 & 18 75 1k
PEATHE OB, AT SCRR IR Bt . IRBE 2. AT S5 98 S BREESFAE 55 (558, 559]. FEEFSHLSTU
SRR AR RIS, Agent 7E H ARG, 355 NP HEBESEAT 55 P RS A O 2 W i PRI R
fi [560], MEAL, ZHCSHBIR GO G, PIATE MBI B Rh, sl LR 3C
RGNS LG, R 2S5 BN 7T T 3L B 25 AR (561, 562]. %IETTIAAE H 3l
B P NS HARG PR Z M [563]

3322 HBRHYI]

T 5 R P I 28 15 SR 2] T2 S RIS R 1% K25 i A PR B2 e ikt St R Jan—al 1 ) g P EA
IFo HB Agent fIJ T 1A% vt A5 BRIRE R 58 JURN L B 522 > Y PRI AR [564]. 5Ak2
G~ R E SRR P LN R A T UL 2 ) S sk, Rl & SORTE A
PGS Bk 2 AR 25 1] [367]. AER B X H H, Agent TH AL . MldE . 128h SUBEE(E SR THERBEIR

Uhttps://the-agent-company.com/
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A [, BRSBTS VR A A B S ST AT B SR ) [565]. BIFSE Il s AR
el RS SHME TR, DIESHAS . AHE B  nTILEREE i iR o~ R0 [566]. FISEA Tkt
TEAESS (IR, ETE . Si%5), B RRENTIOE M 7 BRI E SRR . SR ALA] . AL B sk
(Sim-to-Real) TERSAFAENIIBIARM AR, T SCRF R REIRAEA ) S LA F T HEAT 5K 2] [567, 568].

3.3.23 {ZfbYSiTRethEN

LS L Agent MIZAL TR RE W FERTE W REARIERSEST . WSABE SIS BEB A T ORFePE
B G PR BLIE . ZHUS S H S Agent BTTIH K EIFSALSS . B5FREE S ESHUSZALRE ) [569]. A
RAFTEIRRAEA R R AT BRI 55 2OR N A SRIE M7 vk, ARt ~] . RiRiERS . S
WO 5 202 AL 55 A5 (5701 BREE S AT3IE5H, Agent RTFI I FUIZRBE 2 HAG- 15 S AL fE
FHEA S AL R E BB TR, SEMN— D F 0 8 — DI 5 [554]. TR, 55
SIAERLIIME S S S IR AT S5 G A TAE S5, A RE PR RERBAE K IS 18] P 84T 55 Fh DR w] ARe 1) 1A
peAE [571]. ZHESHA (BIAE. 55 . SREEOCREBEE) MKEMH, WS Agent BB H
ZhE R BRSNS BT TaE NS R S R AL AL [572, 573, 574, 575], ik Tr RS R AL 1
ZEES S S Agent 7SR S BIZ AL BE I EEHIA B

3.3.3 2025 4EMYg A i

R 1B B U R AL Agent 1 7T M ALYE FL) [576], 2025 4FFEISE AT Agent Fy25Hi
S A UL A IR T 0
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W pmmmeommmaitss | AOMMM L B e Skoltech BRACHIBVEL T UAV-VLA [613], 45 & it o bt
k%, St pisp g | TPAMUTNNLS | sn GPT | Ag AR g IR PGS 2 A2 i UAV RAHS B RIZIE T R .
AT R S5 H0T, 3| UCVAMIR | . e gibhial: Western K22HIA [614] 3 FARIREN I 5 AL BUIHLE, 76317
T4 B UAV-UGV ZGeH, 5B A P VT 511 5 53K, SEBLRs T 3 P«

FEMIMERIFHATHERE RGN RV T HE B TR . 38 S [l Py R R A BB L RSO 2 A ¢ S UK 5l
1, FRHER NG AL S5 EI AN R R RO BT A R 0 -

4.2.1.1 K238

RAVHREARTE DAL SRINES . AREATROF & LB A bR Sl Se AR RERE TR V53
MR rGe )y, EILRRB LR A ISP A 50 B AL B . (RS R . RREBUN SRl . Rl HY
R RS . B IR 1 B A BT R AL R i & J, RS THEE A S B b 7 v s ok B
FEF AR R, SR B AT, BRI AT B EMFEITE AR S B & B 1k, &
LIV, “REDGAH + RS + WEFER” lAr R (615, 6161 HHET, TRV U &
BRHNGATFEAR S AV | FUERPJ7 1) [617, 618, 619]. R ENGAT A RIGTE LR . IR0
Reg FEpEH AP SR, R TR, IS AMRBIIER S . e S BEMELSE
R A, (A AE BT i PERE R B AL T . AT HEFRE [ o uhe s, AT U8/ ot T 3t 1 e T 25 A 10
LRI BRI S5 LB T AR M BB AT T o IR R EEAE R B =B — R
(G KR ALFEAE (111 RAD750, RAD5545, LEON3/4) . SR BB T i il AL B (41 NVIDIA
Jetson AGX) . RIIFEAFA#RSE: R ARG)Z, Wi VxWorks, RTEMS SEfii RFIRIER S, B LA,
FEWME . OTA TEFFHRMUEI A AT S5 =22, PInvRESEE . Mo H AR5, Him H ARis .
PETEFIAN ] . KA AV | 200K, 672 IR R et N DR R BOR , (KR
PRIZS . T RESREWTEE 2RI N eIl B R . PR . HERE . RIFRSE. SHE ARG, KEs
N EIR K TR IEZ R ARSI APk, D00 AT A S Pt 1 o s i 22
K [599]. ALHEHE BRI RN R N . B AR . MRS . RO R A DA R S W SR R, g
BEAL MR AR A ERAE S PR BSOS B . TUNASR AT RE I AL S BRI . Hll, K= ALHERE
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RZF3

R

[ mRwssm P REAE e i
e | OS§EA/N< 8M CPUIBAEA SN :
E FEEhESiE)< 5s SH\EENSIEE !

! TIRCAS{ED: SRR TRtHES Y STRES IR !

B 4.2: K231 RG AR5 [616]

5 A ERFIEALT A EERE S OFTE 10 TR AT A BB, @i B AL FBe s IR A E R J8 K=
PR, Fax. WIEERE FIETT, AR AIER SRR S KM B 0278 BUE H RE (L EEAL -

4212 BTt

BT HROAR R T RS SOE 6 b, FONE T hia. Mg T35
AR, R T B G R R SLH SHLA £ SR B e PR E ) . BEE RSB TR TR TS
ZIEAFRRI M, VAR TEE . BT RIS S R P RERELH R BT A R, BT e Sk
W& A A I S AR A AT, T U R O R R R R T R A S R
TAMESEMEIH . BT RERE SHAE TRISEE, PAmmfeABll, e, NTEESEI ML
METRIRE . ARG b =0 Wn: —2rFz, iR A, EroHes:. ot
TR, AR E T IR AR T IR T TR BRI AR T R, Wi
BTHRERS . B FRAEMES (U0 Qiskit, Cirq. Paddle Quantum %) . BT = V-& KAEEE, XIFET
PRt IS =R S NR, B TR E TPl . B TS ari ik, #fE
SETITRAAEERR . N TR, SRS A sScbrig . Xk orm, B ritHcas®
MR E N TELPRY T, Bt EeR. B2y, fiE. RS TR 25 0.
Blan, ACFERAT S IBM SAERAIE T B P AR 35 5 H LR RE ) [620], & i i o & 1
B . T A B R A PRV [621]. B THORNBIRBA W A B MRS, (RN
B S s, ORI B SRS Jy . S ORI, TS AR R R 2 A A
WRRSEL TR di T Shor SVASE BT RIA T RERUR I BB, NIST ZEAIUA I R4 &1 I &4
HEHE , A WTERURAR TN E . A0k, &P E S ATERE. S ESERRG, RHrsEs)
FAAL BT, EARESR ARV AR A R 4z e, DARDX T AR B LB S ik

4.2.2 i {ZAE GIRA S AN ACRS Bl s Z e

6G (SRR EhlME £58) WP AL 5G 2l F— (U5 SERNBeNE, Ffeaett. Z1eft.
SRS BRI 15 5 1S BRACPERR T . B (U S R (3% (Thps 2%) . SEARAYIAE (27D
) SR BEATERRL, SRR T ARG — R 2" -5 TR A <R
ARBBEE E SR e SMAE S, SRRl Bt Ut TR R
EERIF- 5 [622, 623]. T EBRX 6G 1Y AR SEESE—, HIH IR 6G KFuh—ME Al . B
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LA RN ZERN GG RY, Mg AMUREREEE, SRR, hREHER R, e
st AR BYENMS R EmEsh. Hul, SECZITRE I 2030 241 6G 7RI R4
fhiJRi. %A “Next G Alliance” B¥£kIAl, SR AN TR RIS S By (AURHF%%) JEfE . & 6E
FMAENE LT M@ T Hexa-X, Hexa-X I I H #7 6G JERAMERL, SRiAM L5 [ 8k . n{EHEA
AETESE; PR I R A B REIRUE . AN R ), BURTT AR 24 . RIS W H
AERI . 2RI — KR . AR TR RGN K, I E S I E I S5 [624, 625, 626], 6G
W 28K A AT Ry i Do) AR BB IS5 S vh DA, MMBTHIE (5 RSS2 Rl A i 6 R4, M
A B IS S i) SE I ]

4.2.2.1 AI-RAN

AI-RAN (AI-Native Radio Access Network) JEifil] 6G i —{C Ikt 1h R4y, Hio B
Kl ATAMBEH M) e P AR RE )y . eSO A IR BRI ST L R SR E R
fRRET) , METCRM S HAHraas>] . Ak, A F RS LA RE )y [627]. AT-RAN 5 DAZLHEIK
Bl - EE . R IR BRI A%, R AT KmReiE L RS R, AT IR
ST . TR WOl WL YIRS sming, M BB 32T M 25k 55 it it . AT-RAN HY KA
IS TE AR 24 T e T 2 A 8 R e . W B A AR v R S e T e A S AL 8 B AR i 1), B
A PR A TR FIEE] L RIS W PAERY R RETCAIM S 6G BRI AE VR 5% . A ORI
A eSS B BEL i PMESR UL S [628, 629, 630]. MAJEILRKAE , ALRAN B ALK 6G [HFRAF5T
RO T MZ— FARFE G RBRERZ PR EE . BT oRfb2s I M e eI . BT R4
ZEHFRFMILAL . BT 3T (0 BRA AU B 26 BB A R IR AT, 1L T Al-native PHY/MAC., #fiE
PR P BROR Sk B G B BB SR O S — RS R . LT, 3GPP. O-RAN Alliance.,
ETSI ZSM. Next G Alliance. Hexa-X II 55 [E Prbpif 41 21 fili 4k 5 8l AI-RAN A AL B HF [631], 2Kk
FEGRT R (R, BifE. W, ml . SEIRE) HEL T RAN L) ALNEE S 48, s GAfERe:
FAVE SRR 2 AR, #E8h AT-RAN MBIFSTE [A) ] 30 B B0 1R B

4.2.2.2  {RIFL) BN

MKZIRE) ™ SR I IR i i ) K BB . g 2 i R (VSR o R U VMl L g K I e £ B AR 1
. MEE A FLPINRE. ARG TSR M RSARAL, SCBRLMTT IR . TR
B SR A S R A IR 12T (632, 633] ARG B WY K N BRI B TR AR BRI EL, IRIIAE) i
PR I R A A A - R R AN S VE IR R . A R REREARAR . L AR AR . I 45R3E R . HEAEHL
T MR =N X SRR R T IR . ORISR BB RS — KRR T
ERIMZHJT5E, WNB-IoT 5 LTE-M, il ¥ nl i Be i v feit sk 5 M s K2 ET H4HA
7%, Ul LoRa 5 Sigfox <%, ifaf SRG AR RS Ik 0 2% 7 S SE DU SASTE [634, 635, 636]. Ay Ttk
LoRa [0 57 ey 5 BE T8+ e BR 0 e G b 8 0, S SR Be bk B i AR RS R LB, Sl TR T
LAFHERHER M AR 7 58, AH SR AR T VT SEHLIM 45 40U T 28 218 TEEE ICNP, 12 3CH2 i) CD-LoRa
MESRAL S =GR B o, I MR AN -5 G0 G M AR 2R A T R A 28 A ) 5 Y
FAGEIRAL , IR FLSARIERRAE 58—, BOTERMEAR OISR, FEAR AR L R A E SRR B AL 56 =,
AR EN AR E BT BT POl B A S AR I, (RGBS AESh I 5 T S BT SEA .

4.2.3 R LEHFR AR R

W& To NLBOR R TIGE A, RASH BV 3 C 2 MO HE SR ZS e 5 A0 BEAL BT Y B S0 . IR
BRI AU ATA R R SIS IATRE Sy, B8 Il s AT AR RERA . BRI RAT
RS ZR RS IR P A AT 55 PATRICR MRS 20 F R TK 1000 KA A IXHR, X — g Y
WY RETaS T IS ZRERI PRI, BIANRAEAE . ShASIRRTY) . 2 AR T HU ST LA B Xk S PP RS B2 4
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FREOK [637]. RSB REH RO HRZAAA TR, KEGEME IR RE S, sk T
WA i ARl BRSNS Y AT N T SR — H AR, AR RETT SR HORE T 2 T Ok B
BORMIPMFEIEN AR O RS R, e AL S R RE A 2= H P 7] 45

4.2.3.1 K23 AHRIESN

R RIS I AR A s (ARLSE . WOGFRIL . ZLAMMIRIR S ) 5 B Jo NAES AR5
HHERT H AR RS BREFRIFRFERN, B0k CATE RERSAE A Rl M Z (R 23 3 5 A SEmpir B [638]
FEX LTS5, IRE RN RMZ , AfE SR EEMMEN, 2RIt BB K
WERIEAE R, SR VTSRS IR T AR . JREEIAGE T RIREE . BaPRRER. A
B ARCHER AT S5, B B IR SRR, RIS ML AN R TR S, AR RO IR . W5
U ARSEREE R A R B RS, Sy ARSI AN B A AL 25 . SR A AT SE AR S [639]. IREHLSES B
PRI BRERSFATSS MW G, SURMTREZSE ) YA YOLO [640] Al Faster R-CNN [641] ) 3Z W ] F
FIARIGN, BERS R Se i U2 R AR . BEE IRE LTI AR, TEANIER AR5 h 5 2ea 17U BE
DI R 20K, JEHAEF LS RAUFIET, DUEIR A MBS R ) 29 HFREE -5 B ) R B AHR AT
X, BUTEOFTEREI A G AR AT, $R T — Pl o AL 5 1R 55 9% P38 R A A
77775 HDCEN [610], B 5 A E 20 AR AT T [ s 2 W ACM MM 2025, %7 YA I 21 AMSCE A E 25 4
AT PSS, o H & Y Rl AL S5k n] WS AL, AR T TGRSR IR
SIS SEONARE Sy, PEREISE] T EIBRGUEIKT o AT IEA DOR5R 1 St 35 A A 52 P37 5 o ) SR
B, RS = P A AR BRI B E T R o

4.2.3.2 iK% KpAR

A AL T T AL PRAR S PR R A KA R, RS PSS PR IR s B3 PP i S s
N/ DU GSI RS P2iS7 i A R e = Kb N A DR N W N SN RPN S N R YN NN E 2 I
KRB, BAEFE T T MBS AL 55 AT RE T o (RAS KB A DAL 55 R DL SE AL BE L 1655 B . /)
P Z B HERESE  SX AL S5 Il TR 2 S HE SR, BHAS T A LRERS AE A AR FRI5 T Uk SRS HE A D3R
FEXHRZS IR, MU AABRLAN VIT [642] A1l MAE [643] S84 12 NH, T2t Io AHL AR . IL5E
SE SR B FISEAE 55 . FETE S B# T TR, BERT AR5M GPT RFIBALR] LAY ALTC AU PR A Hl iy
L RYBRAE, SR A ATRE . BUAh, AT AYRLZ A SatMAE [644] I RemoteCLIP [645], i id Ab B i
SRR B T AMLSE B RORSHE A BRETERAIZh &S i . RS, 40 CLIP [646] I GeoCLIP [647], U]
ZEAAE S OCAME R, X e I TSRS R R 3 T R AU R S S R BEARRE TT , ¢
I RAEAR 2 A A5 55 3 5 FP

4.2.3.3  JEAPLHE 5 E

TE ML B RE 248 T WL S YA ., Bl s T pasRgE fr, seilE £
B, HAGUFEEAL, JRAMPATIE: BABHUE R . BOCERBMUHE SHRc SR, %
HPIRIOAEE(E PR T BN E R T AR AR 55 A BRI s DA TR AR i e 5 i 24 Tl
WATEHE. H SRR AY PR N SIS RN A R, AT SRRSOy, JEHAER
WG, BT H IR LR . s AEHR SRR A, Q1 A* [648] F1 EGO-Planner [649]
T EEARIE ® T2 4, TR BETR AL 2% 3 447101 FASTER [650] F1 TOOR-MPCC [651, 652] REfS R 4 27
BEfR . i ATER S . ZALMRRAE S5 2 it DRL 595 (40 MADER [653] Fl DREAM [654]) tHRAT:4544
7, $mReR. MIE-15-173) VLA (Vision-Language-Action) #ZZEAGE. HFAATEIAM, I
BUAESE 255 O RS o SRy >0 [FRE T T RATBR AR AT 55 SR ) Zh AR, R e e e v 5 )y
To WU XS ZA5E, el R XU . S BB AR TE e SR . e SRR TASEH i) i ) 4 30 e AHLAEAIR
IR E AT, TN TR RO I RGBS M s A 4
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4.2.3.4 23-Hulpl]

A AR S AT R, s (R ANUEERE) SHimr6 (Abmblae . G
NZL TE W48 ) TR 2 B RS, il (5 ISR R, AR IR THME 55 A TR
BRI R RE ) [655]. RGAMER W16 . -G HEE SIHRSEER: 2PFai
TORTEH . & RTEr BN S s, TP RBCE A IE B s HLii -6 WURIH sl A L T e
WG T BAEAE AL S5 5 A5 SRR RITERR N & M G S mimilie s, S IR St
S M AT SR M RESY K [656]. ZSHL PRI R SLAAT 55 AT o S R MRS EAR S B T
IF] A5 B AR AL DA S Rl SAAT 5 OB P B . 23 RR AR AL ) . RISRIBIKEh AT A5 70 i . A 2O
315 — S AR T LR S R T IR R [657], ATHEAFAE (R AE | SRl il 55 sz BRI A% 1F
NRAAT SR A TS PATIRE, HSCRHERCHERR . RS, K Ly 475 2R3 5P e 2k
R A A B

4.3 Pidimt: Bt AL 4

TEF X B PO S R A ST , AdS ALY 24 C 4 Ay MU B 5% 1) ST .55
R SRS S R A RE . K, B R eSO R R A T FistTI AR, S S
P BRI RR, BRAE . AR Aot S (T S AR T I BEORA I | KN S A I A UK T
AL AW BN B BE SR TSR AZ ORI, RS2 BIRIUAEAS . MO . 5 T BGE SR, WA T2
D B DRIATEE AT | R B AR . R AL A iR R AR SE , JEAR KR RE NN B AE I 595 Hu L
AP BARINE , JESiPIA/ TR SIS T [ BR R, T ) AT AR G0 B0 -5 B SR 45 o
. Ry A PR KBRS SO i, R4 23 e 10 A (R MY R BB IR

4.3.1 [ B R B RL IR 22 2 U5 PR DL

BEA 2 VBN B, Bt t5 BRI I8 8 Y S S th A M S5 1 2 34 CAS . TESZRR) = AT RS HE
2, HPEdEg B =AM, AT RO S s HE AL BE il APT BCHA TR O SN L
FERX—RN, kg5 B P AEACsR U 2 < o AR K S B R T oo, (EIRRL R
PO S WSS AR TER A TP . ZERBER BERAE vk S S AL P IR AR, el — B
TSR] BT ) R MU s TRl B ) BT HA SR R ] 5, A B 2 A B 5 24
W, R REMIRIIZEEEA . CH BRI ERGHORER, BEBOCRAAEE . 21T 58z im A 55
W4, dohFRE Em S M. el M se B an . FIgaX L XU, H RTERTSE
TSR T =R R E R BORP B, WE43F7R . IR 2R BGE S P07 S
SR AR

4.3.1.1  Hols a0 PN I8 2 A b

Bl A7 P22 Az Wy 12 SEDR T i S B I 9 1 UM PIC B8 S AR R B il - HoAZ O AU A
T — BAPRE SRR P U PR T, el 2 BT B RS B B O A U A . BT R A
Vil [677]. S Orilii [678] AABRECE S iR [679] =38, RERGT T R . MR BB G
INUEBR R B D B, BHICi 5 ol STk B nT B se Uit . By Ol 8 Bt i i 2 i B ) 2 8
sl R SIS AR I EVA By, FETCREBGE Al AR GRS DL 58 B 67 RO BE ol . AR T A 5%
W § =5 H b 5 2 FARK , FECHE SRS MR IR 200 5 H 8 S5 Ui S s
FRASLRRE , - AT T F8C e ELYEE DA 5 F) 2 B T

Botha A darl (022 AW 05T 5 R 55 i 105 B 52 2% 1b 15 RIS A TS 1 I 5 Bl e A 9 2 o i
HARD AT — BAR R AT SO sl E e 1), Boade s BT gR BSO8R AR A1
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H 4.2 RS AL L ARSI

WFFE WEsE 5 itk 2T ‘ DS A SRR A

o T B B RL N il Y Bk A P BAHEE B AR AL Y b SOk
B2 2 e R R S&P Ptk FIR 2505 A R0, AR AR P s s _E TR e
TS | el BORAEES | Security LT [658] . % SEEFRIL LW ] BAHE 13858 S FEA G HEHL SRR B, SEBUNT
WL [ R B | Npss | BURARICIZE R IG [659] -

e | BN T T RLIENR SRR . 24 ces o HATPNBPRUER G T B B A A AT e & 2 TR SRR U TEAR S 5

E&M% BIBF5ETE A2 FE 0T | NewrpS JE AR BR Y HI B NI A S A TAE S5 [660]. Google F T BA4E Hi 1) 2 Hibh FE
- B, VRS | o AR, SR MR 25 5 BRALE] [661]. 2102 R2EM 1AL AL IR
b PR AL Ly, AT 0 FRERRARE M, (RRAEST EWRE 2 R IR BR824 > 5 [662]

U s s ak g, | |- TR MERERE: ISR R TR, (LA
TDSC o 8 DA S L A T390 [663]. Meta (19 1 BAEE Hh o A Al S FE BT84
JEREAR T TN, AR G B RO 1 5492 [664, 665].

o BRSSO SRR RS AR P B T R i A 2 ) A T ZEME A
FIXTHESCAR , il LLM AR B SCARS I 25 1P RE 2R 12K [666] . NVIDIA iy [ BASE H %
Pt Je i BT BATLE] , R ORAESS e 3 5 O Rl AT A S0 24 Wi AP 40

NeurIPS 20200 [667].

W AL ZgiE A ema | IOML | RS R T AR G I BAGE A HEASR 7 BOSRL H AE  A E 1R

T [ AT
2oty | B LB, ICLR T Gt B2 4t AL (6681 s - SR 1k £ By L EEL B2 ) AT A e SRR -1
/;5:* SHHREA T | opkuaE | S&P FRBAAEA BN 22 RN I S R B MR BE A, X S Cnl T T Ae: )

o | USRIt R SR, | CVPR TR ERA , TR UAT AR ROR [669].
IS b b g | AcL |+ TSR AR A ST A D\ SE A Ot T B token fL2

B8 | s e R | MM HA— Yt token, (FS-BILT DALE PRI RIAT 2 MBS DI [670]. 7
R bt www | ERHE BB B A E ORI, A SRR S R IR
AR PEHBRLGR K SR 0 JE T VL K T [671].

o ATRAIRBIUCSB 451 TARR M TR REALE N A ARG IR, RPIX 7 AR
AR BAINE CCRFIEIR), PATEZ) AL Z22R 8 [672, 673, 674, 675, 676]

Pl 5524 . FER A INE S GGG RS S IRk =2 Ronas sk 55 % 8
Rk s 2 m. APS a6 Z SR 55 WEATE R SO, [iBeh3 i e sk )= B . Sl
SCHCE [680]. PR fEbtr ok B AR AERE s i B O v P BB, (SRS ol o e 1) 2 ks 4
7T [681]. L& AUV RIS M A, AR, #—Ssh 2Eh s ks . <
TR IR PR G A e L M A2 57 L Token, FEHIS TR, MM E R AvE M PSS T4#4E. M
F B S B S AERRE , X T Uik, S8 KR .

B M52 A B T BT R SR IR T SRR ST OB et 2 e
A B HRHEITIRCAR 0 8 - SO0 L T+ It JEAR FLAE VP B0, A LA B e
IR . SURIBES T SC . BT A R I 5 1 SR TR % . VI
BRI A OO ARSI TR0 AR ORI, SOASER LE)
SRAURISETRFE. S, UL MIA (Membership Inference Attack ) 341 7 AXTBZELIIY 9
OG22 52 PN RERE AR R T . S O BB X B 03 LA os2], {0
B K BRI SR, EMATRTETE I S R B A B [659], AERUISR 1
AR R DAL BRI [6831, AT PR AR PR HERE (6541 TR MEAE T ATA (Attribute
Inference Attack) L5 TBEAT0 SUNSRHE 2 FIOTHIAHE, HEITATR ATF0O M REESBE RS
. [685, 686).. SEHTFICAHOK B HE 4012 IR CES J00E B TR (687, DA AEERRS %45
TSN ot AR . PR O S0t A U [658).

T SO Bt BRI B D X . RS . AR AR,
B RN W SR PR YA AL B e, b SO Bl vy
WAL, [FSCHR AR S, ST P i (689), SRR G ez
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___________________________________________

i BB DERNRL RN ! SERIFIPRA i
| sEEE BIEEH Mg ||| BTEREY || RS | MESIMERE|
| s SEEE | | RmEERE || FESHE o B | |
| s RS | | EEOENE | | SR . wH¥s ||
| ommESR | | aESERR || LTOMR || zesmiE S siEeH | |
e &l &||® & e
SN || S ool e COpum
| simastimE [pRasenie EEaneEmE 0 O FAN Z e -

_______________________________________________________________________________________

Vel 4.3: T [ 58 B R 9 2 4 U5 PRAP AR

e R B SR YU R BE [690]0 BIFFTIERM] TR SCHUBEHOR , it i3 im [6058]. THIIa] RAG HHIA
J2 it ol WL i B A R AR, BRI [m] 5 o B A AR A [ SO P BB 2R [691], B O
TN AT T H AR SO R R AFAE T HR R, AT 2R R SRR AL [692]

4.3.1.2  HARER R EAR

e T R B 5 AL P BUZ DI 1 IS G BOE S 2 v o SRR FL A, AT ] T SR A L
ReTE s Sl bR & on Ligqr, MM AHEAS LR e 2 St by BE it B it de . X — 287 iz DI $AE
T SEIRIGER . RS (R4 AUT0 6, FEHEWTUE IR IRRAORT . M RTRIFSY S S B R B S AR B R %
2 RESMEME )y 44115 . 2FZN% FHE (Fully Homomorphic Encryption) St Uik nf 7155 ¢
01, WRum RGETCTHF VI IS, BT TRMAAY | F 50 S e A ) HE R . QR E AT - HECO /R T8y
AR R AR B hFE =Rk FHE 24T B U dh iy, e Slans . MEM A FERReTES
SC BT [693]; AThFHE RAAE ST TR FHE #4385 h— P B & I 24155, 2 2 55785 SCs PMEHERE
NG AET I A E AS A SEKIR AR [694] . 264222 )7 1145 MPC (Secure Multi-Party Computation )
EM T2 HAFEILE M, BRI RN 5, SV EERS IO RR L.
FeMAEfEAT  Squirrel EALHBRBER AL, & T &L k55 [660]. TVA CRHEZNE 1. X154
H S AT 04T, = MR 55 PIAEA BRI B, AT AP 2 R N AT T 55 [695].

K Tl S ARRR AL R LS AR 5 I AR TR )2 i 2 B e BRI s, AR S e R AE S v
J2 AR TR — AR, ITEASRE BN NS TS g v bR PR UE . AT 55 SR
TALEPIRAILE] 2270 BFA SR~ o 2503 BRARAE 1 7R I 2R HE B2 it o AKS DA O ,
FRAMEA I A B R A & B O Ty, AR AR BB BRFALRIIE [696]. FEUIZRIT B, @IdAE
B B RS TE A BT S AEARIICAZ [661], 2 RIAREE S ) iR M 2270 RALALAT, nTHF
PRAPIE SR [697] MBERLAY [698] 45 MERUR T ST B, 20 ALt H T mimiy gt i 54k
PR g5 He BT RURY, FETCTR IR BRI 0 T AL BUOSME (6991, =FitEk [700] 24801454 . Xt
TR AR, AT Y M (701, 702, 703, 704] . 19% [705, 706] FHPEIZL [707] S5 A [A] B AL € XL
FERL Ze AT B B G b it e U, 0 AR I BRI R R B R B R IRt bk & L
A2 R P BT ) AE G — B AL TS Ao BE AR P RGP P, 44 T4 A F B 1 B PR M 22
2% NAP-GNN ., %75 VAl i 14 MR T sl RN 5 0 BB h sl SCBRAA R R 5 G RY 7
He, &6 FAE Y e R AL I 55 e s e 2 R B AL rp i BUR o SEBREE R, e 2 3T = R
LRGSO AHERT S A AT 52 T, NAP-GNN 1E43 € B FATIIR T B8 3271 AR B 55 Bk [704].

A A FOF I R R ER B R RTER T, E VISR S8R R E AT . AL AR A8 /Y
S, MRS S S R AR B R IRAS PR — 2, 2 R BBUs S 2 i 2 A ALY
BHBOREEAR . U I RS RS A R S 2 o A B S Y SRR AR BT B AL T I R
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i, FEAl kR H AR A B R S, (RS RO E PN E 5 ARG AR BRI ZR 25 6 (7081, Q
RN B RN T e SO0, SRR S T2 [662] . 24 F5 BB A A U
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